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WEB SEARCH ENGINES

A web search engine is an online web information 
retrieval system that, given a query, returns a list 
of web pages that match a user’s information 
need.

Is Google your 
usual web search 

engine?



SEARCH ENGINE MARKET SHARE



GOOGLE’S DOMINANCE … 

Worldwide, Google processes over 40,000 searches per second :

= approximately 3.5 billion searches per day 

= approximately 1.2 trillion searches per year



CLASS QUESTION:
? How do search engines work ??



SEARCH ENGINE OVERVIEW: 
Inputs, processing, outputs
Data            Information

The data?

Input: The query

Search Engine
Processing

The output: The results



DATA ON THE WEB



DATA ON THE WEB

Typically general-purpose web search engines (such as 
Google) deal with data that:

•Has large portions of unstructured data.

•Has (potentially) some structure given by html tags
indicating titles, sections, etc.

•Is often natural language data (e.g., English)

•Has (hyper)links to other web pages.

•Many search engines also use semantically-tagged data 
(e.g., dbpedia or similar).



STRUCTURED, SEMI-STRUCTURED AND 
UNSTRUCTURED DATA

Structured data: data that resides in a fixed field within a 
record or file, e.g., often relational (or other) database 
approach.

Semi-structured data: does not have a formal structure but 
does have tags or other information that convey meaning 
of data, e.g., XML or RDF documents with 
headings/sections, email, etc.

Unstructured data: data is not organised in any obviously 
meaningful way.



WHICH IS WHICH?
Fair Daffodils, we weep to see
You haste away so soon;
As yet the early-rising sun
Has not attain'd his noon.
Stay, stay, Until the hasting day
Has run But to the even-song;
And, having pray'd together, we
Will go with you along.
We have short time to stay, as you,
We have as short a spring;
As quick a growth to meet decay,
As you, or anything.
We die As your hours do, and dry Away,
Like to the summer's rain; 
Or as the pearls of morning's dew,
Ne'er to be found again.
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Structured, Semi-structured or 
Unstructured Data?
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Structured, Semi-structured or 
Unstructured Data?



HTML Documents: Structured, Semi-
structured or Unstructured Data?



Characteristics of  HTML files 

• The files can contain natural language text, audio, images, 
video, etc.

•HTML tags define the format of the content (headings, bullet 
points, etc.) From these tags we can sometimes infer importance 
of certain text, e.g. <title> indicates the title and if correct will 
give the words that are probably most important in the page 
but they do not give us meaning.

• HTML files contain A LOT of formatting tags.
• One important HTML is the href tag
•HTML files are displayed/rendered by a browser but this is not 
the view a program (spider or scraper) sees – it sees the raw 
HTML file.

Go to your favourite web page, right click on page and choose ‘View page 
source’



Natural language is generally unstructured
and meaning is not easy to determine

•Writing programs to 
“read”/process, decipher, 
“understand” and make sense of 
(analyse) human languages is a 
difficult task.

•“Language is compositional”, i.e., 
letters form words, words form 
phrases and sentences.

•The meaning of a phrase can be 
“larger” than the individual 
words that comprise it.

Fair Daffodils, we weep to see
You haste away so soon;
As yet the early-rising sun
Has not attain'd his noon.
Stay, stay, Until the hasting day
Has run But to the even-song;
And, having pray'd together, we
Will go with you along.



Natural language is generally unstructured
and meaning is not easy to determine

•Recent success has been due to “deep learning” (machine 
learning) techniques that learn from huge amounts of data.

•Many existing techniques use statistical approaches which 
infer meaning from frequencies of letters, symbols, words, 
etc.



? Which language is most predominantly 
used for HTML text content?



LANGUAGES USED FOR WEBSITES
(https://w3techs.com/technologies/history_overview/cont
ent_language/ms/y)

https://w3techs.com/technologies/history_overview/content_language/ms/y


ANOTHER IMPORTANT ASPECT 
OF HTML DOCUMENTS: Linked 
Data

Can view the static Web as consisting of 
static HTML pages (containing text, images, 
video etc.) and in addition the hyperlinks 
between pages

Web
Page A

Web
Page

B

e.g. page A has HTML: 
<a href = http://www.nuigalway.ie> NUI, Galway </a>
where B = http://www.nuigalway.ie

anchor page

http://www.nuigalway.ie/
http://www.nuigalway.ie/


FROM OUR WEBSITE …. 

Our undergraduate taught programmes include the <a 
href="/courses/undergraduate-courses/computer-science-and-
information-technology.html">BSc in Computer Science & Information 
Technology</a> and the <a href="/engineering-
informatics/information-
technology/programmes/undergraduateprogrammes/itasasubjectfor
artsstudents/">Bachelor of Arts with Information Technology</a>. 
Our postgraduate conversion programmes include the

http://www.it.nuigalway.ie/courses/undergraduate-courses/computer-science-and-information-technology.html
http://www.it.nuigalway.ie/engineering-informatics/information-technology/programmes/undergraduateprogrammes/itasasubjectforartsstudents/


THE WEB GRAPH 

The hyperlink 
connections between 
pages can be viewed 
as a (directed) graph

An example of a web 
graph representation 
of 6 web pages

A

C

D

B

F

E



WEB LINK DISTRIBUTION

•Web page links are not 
randomly distributed.
•Distribution is widely 
reported to be a power 
law , in which the total 
number of web pages with 
in-degree i is proportional 
to 1/ic (c a constant)
•i.e. only a small portion of 
web pages have a huge 
number of links



So …. we have now discussed “text data 
on the web” … very important to 
understand what we are working with …. 
Typically general-purpose web search engines (such as 
Google) deal with data that:

•Has large portions of unstructured data

•Has (potentially) some structure given by html tags
indicating titles, sections, etc. 

•Is often natural language data (e.g., English)

•Has (hyper)links to other web pages

•Many search engines also use semantically-tagged data 
(e.g., dbpedia or similar)



SEARCH ENGINE OVERVIEW: 
Inputs, processing, outputs
Data            Information

The data?

Input: The query

Search Engine
Processing

The output: The results



Let’s look at the 
inputs and 
outputs next…. 



Input: generally, web search begins with an 
“information need” … what is this?

• Information needs are related to problems

• Part of “Information seeking behaviour” that a person will 
engage in given some problem

• The process of “asking” a question of an information 
system

• Often non-trivial to map or translate an information need 
in to a query

information need -> query



> Pick a query from the list
> Use different search 
engines/devices
> Look at results – compare 
across search engines/devices 
> Discuss what you think is 
happening

CLASS WORK … 
IN GROUPS today’s weather forecast

pizza delivery

5G threats

side-effects of covid 
vaccines

covid-19in galway

emploi d’été en france

best route to Rosslare 
from Galway



PROPERTIES OF INFORMATION NEEDS

May be well-defined 

May be vague

May contain no text (e.g. an image or tune)

A single correct answer may not exist

The answer may be surprising or not

The answer may be believable or not

Many solutions may match an information need, but a user’s tastes and 
preferences may be the deciding factor in which solution the user deems 
relevant.



Now considering 
the outputs …. 

•Lots of results!

•Different types of results

• Depending on search 
engine chosen could get 
many ads for some 
queries

•Lists of different websites 
and images/description



SEARCH ENGINE RESULTS: SPONSORED/AD AND 
ORGANIC CONTENT

In the results returned we can 
distinguish between organic and 
sponsored content in the results 
window – SERP – Search Engine 
Results Page
o Sponsored specifically refers to ad 
data, i.e., paid-for-data
o Organic content refers to data 
found on web pages “for free”

oSponsored content is listed (ranked)
above organic content.



ORGANIC CONTENT …. 

Returning (often millions) of web pages in response to a 
user query:

(Maybe) looks like: matching user query to web pages
In reality, need something far more scalable and 
efficient (quick) than this



SPONSORED CONTENT …. 

“Sponsored content” is essentially “paid-for-ads”

An additional search occurs independent of the organic 
search

This search uses a repository (database) of ad words. If 
any ad words match the query words and the ad passes 
some “quality tests” and “wins” at an automated auction 
then the associated ad is ranked above the web 
documents returned.

Examples: Compare searching for “nike runners” and 
“running shoes review”



SEARCH ENGINE RESULTS: 
Results are ranked

Ranking involves ordering the results 

returned in response to a user query 

Ranking is based on:

o Business model (e.g., ads first but not all ads)

o Similarity scores (between web pages and query)

o Page rank scores (web links)

o Search Engine Optimisation (SEO)

o Ad word scores

o Personalisation scores: Location, Language, profile settings, past 
search information, etc. (if used by the search engine)



RECAP:

1. What is web search? 

2. What data is used in web search?

3. What do we mean by web search links?

4. What is the difference between structured, unstructured and 
semi-structured data … give examples

5. Explain what is meant by sponsored and organic content

6. What does ranking mean? What is web search ranking?

Note: we still 
haven’t answered 
the question about 

searching



WEB SEARCH:
Web Search Components, Crawling

CT102 
Information 
Systems



SEARCH ENGINE OVERVIEW: 
Inputs, processing, outputs
Data            Information

The data?

Input: The query

Search Engine
Processing

The output: The results



HOW SEARCH ENGINES WORK
A number of  different systems 
are often part  of  a single 
search engine (1 of  2):

o Organic unstructured content: Information Retrieval 
System – matching query terms with terms in the index

o Personal data: Personalised System – using 
personalised data (various forms)

o Organic HTML links: Page ranking System – using the 
existing HTML links between web pages to infer 
“importance” (no text/images used)

Search Engine
Processing



o Sponsored data: Ad System – using matches 
between keywords in paid ads and the user query 
keywords and an automated auction

oOrganic Structured Content: Semantic Web System –
using semantically tagged information from linked 
open data sources (structured data) 

o Displaying results: Ranking System – a system that 
takes all the different outputs from the multiple 
systems and returns a single list of ranked results to 
the user

HOW SEARCH ENGINES WORK
A number of  different systems are 
often part  of  a single search 
engine (2 of  2):

Search Engine
Processing



THE BASIC COMPONENTS OF ORGANIC 
SEARCH:

From:  “Webcrawler: finding what people want” by Pinkerton, Lazowska, 
Zahorjan, 2000



TYPICAL STAGES IN (ORGANIC) WEB 
SEARCH (1 OF 2)

Not at search time:

1. Crawl: Navigate the (unstructured) web by crawling

2. Parse: parse content and extract meaningful terms, 
links and other information from some portion of 
current web page

3. Index: Create indexes of web pages

4. Rank: Find page rank scores of web pages that are 
indexed



TYPICAL STAGES IN (ORGANIC) WEB 
SEARCH (2 OF 2)

At Search time, given a user query

5. Use Information Retrieval techniques, such as vector similarity, to 
find relevant (organic documents) in the index

6. Reorder and display results from 1 based on:
a) (already calculated) page rank results based on the 

importance of a web page
b) (* Personalisation step)

7. (** Sponsored content step and personalisation of sponsored content)

8. Search and incorporate structured documents (if applicable)

9. Order and display all results (if they exist) from steps 1-4



PUTTING STEPS 1-6 TOGETHER FOR 
ORGANIC SEARCH?

https://www.youtube.com/watch?v=LVV_93mBfSU



What other concepts were mentioned in 
the video?



NOW INCORPORATING SPONSORED AND 
PERSONALISED CONTENT:
(steps 1-4 as before)

At Search time, given a user query

5. Use Information Retrieval techniques, such as vector similarity, to 
find relevant (organic documents) in the index

6. Reorder and display results from 1 based on:
a) (already calculated) page rank results based on the 

importance of a web page
b) Personalisation step

7. Sponsored content step and personalisation of sponsored content

8. Search and incorporate structured documents (if applicable)

9. Order and display all results (if they exist) from steps 1-4



Now looking at organic search in more 
detail …. 

Starting with Step 1: Web Crawling



WEB CRAWLING

• Web crawlers find content (web pages) on the 
web (independent of any query)

• It is the index that results from crawling websites 
and parsing the content that is used in live 
searches

• You can submit your site to search engines but for 
larger sites (which have many links to them), web 
crawlers will often find and index a site 
automatically



OVERVIEW OF CRAWLING:
There exists no central repository or “directory” of all 
websites so each search engine builds its own

The process of creating and updating this directory is 
done by “crawlers” (or bots or spiders)

Examples include “Googlebot”, “Slurp” (Yahoo), 
“bingbot” (Microsoft)

In addition website owners can submit a list of pages (an 
individual url or a sitemap url) for the crawler to crawl



OVERVIEW OF CRAWLING:

•Starting with a known list of websites, each crawler visits 
the pages on the list (checking each web pages’ 
robots.txt file) and gets content and finds new pages to 
add to the list by following a link from a known page to 
a new page

•Once a page is visited/re-visited (or discovered) the 
contents (text, images, video) must be scraped or parsed 
and stored (or updated) in a searchable index



WEB CRAWLING OVERVIEW



REP: ROBOTS EXCLUSION PROTOCOL
robots.txt is a text file webmasters create to instruct 
crawlers how to crawl pages on their website

The file must be placed in root domain to be found by 
crawler

When a crawler following REP visits a webpage it will 
look first for a robots.txt file at the root domain. 

If one exists, the crawler will follow the instructions in 
that file before crawling the site and downloading any 
content



robots.txt

Basic format:

User-agent: [user-agent name]

Disallow: [URL string not to be crawled]

•Might also want to specify a delay for bots that crawl frequently 
(not supported by all crawlers), e.g., 

Crawl-delay: 10

•And can also indicate where the sitemap is stored (not supported 
by all crawlers)



EXAMPLES

Blocking all web crawlers from all content
User-agent: *

Disallow: /

Blocking one web crawler from a folder:
User-agent: Googlebot

Disallow: /contacts/ 



SAMPLE (high level) ALGORITHM FOR 
CRAWLING WEB (1 of 5)

The crawler begins with one or more URLs that 
constitute a seed set and adds these to the frontier set.

The frontier set is a “to do” list of web pages to fetch 
… or can view it as an open list of unvisited nodes in 
the web graph.

The crawler picks a URL from the frontier set in some 
order, e.g. FIFO (first in first out) queue or priority 
queue



SAMPLE ALGORITHM FOR 
CRAWLING WEB (2 of 5)

For the URL picked:
 looks up DNS
connects to host 
sends request 
receives response 
Based on response … 
wait/retry/redirect/proceed

* Crawlers need to have timeouts so that an 
unnecessary long amount of time is not spent 
waiting for a response or reading a web page



SAMPLE ALGORITHM FOR CRAWLING WEB 
(3 of 5) … FETCHING WEB PAGES
If proceeding, get robots.txt and using 
instructions there, proceed to fetch contents and new 
urls from the web page …. 

The HTTP protocol is used to fetch the web page given 
the URL picked from the frontier set
Generally do not download an entire web page - only 
the first portion of a web page – this is seen (and has 
been proven to be) as representative enough of the 
content of the page



SAMPLE ALGORITHM FOR CRAWLING WEB 
(4 of 5) … FETCHING WEB PAGES
The fetched portion of the page is written to a 
temporary store

The page is parsed, to extract both the text, images, 
video and the links (urls) from the page (each of which 
points to another web page) and any other information. 

Tests are done to see if a web page with the same 
content has already been seen at another URL or if the 
page is spam or has been compromised and the index 
(and/or blacklist) is updated based on these tests



SAMPLE ALGORITHM FOR CRAWLING WEB 
(5 of 5) … FETCHING WEB PAGES

If the source is valid and should be stored then:
The extracted text, links and other information 
are fed to a text indexer
The extracted links (URLs) are then added to the 
URL frontier set, if it is not already in the list to 
be visited later



DISTRIBUTED CRAWLING
In reality crawling is often distributed:
 A single URL server sends lists of URLs to a number 

of crawlers
 Each crawler keeps a number of connections open 

at once. This is necessary to retrieve web pages at 
a fast enough pace.

 A major performance stress is DNS lookup so each 
crawler often maintains its own DNS cache so it 
does not need to do a DNS lookup before crawling 
each document. 



RECALL: WEB CRAWLING OVERVIEW



DISTRIBUTED CRAWLING

Each of the connections open by a single crawler 
may be in a number of different states at any 
one time:
 looking up DNS
connecting to host
sending request
receiving response 

Each crawler uses a number of queues to keep 
track of the status of each connection state



CRAWLER BEHAVIOUR
A crawler requires:

A selection policy: to know what order to choose URLs 
from the frontier list and where to add new URLs
A re-visit policy: to indicate when a page already in 
the index should be revisited to check for 
additions/deletions and new URLs
A politeness policy: to avoid overloading websites by 
visiting them too often or having too many requests in 
a short time period
A parallelization policy: to coordinate distributed web 
crawlers 



WRITING YOUR OWN CRAWLER?

Once you can send a HTTP request to a URL you will be 
able to get the content at that URL

Will require further coding to parse the content to 
extract the meaningful content 

** be careful of being blacklisted

Many crawlers and indexers exist, e.g., 

https://www.octoparse.com/

Google is making its crawler code open source and 
many open source implementations on github

https://www.octoparse.com/


INDEXING
Indexing organises and stores the data gathered by the 
crawling stage so that it can be searched in a quick and 
efficient manner

Typically stores some version of 
<url, term, weight> 

Typically some type of compression is used

Two aspects:
Weighting of terms to represent their importance
Storage for fast retrieval (indexing and hashing structures) 
(and also reduces the space used)

Google index approx. 60 trillion web pages?



SUMMARY: 
OWN REFLECTIONS AND QUESTIONS

What did you learn?

What are the important thinks to remember?

What are your questions?



SUMMARY … after this lecture you 
should be able to answer the following:

1. What is “organic” web search?

2. How does web search work?/ What are the different 
stages in web search?

3. What is web crawling and why is it used? 

4. What are the typical stages in web crawling?

5. What is distributed web crawling?

6. What is a web search index?



WEB SEARCH Indexing: 
P r e -p ro ce ss i n g  a n d  
w e ig h t i n g  t e r m s

CT102
Information 
Systems



How to represent/index WWW organic 
data?

For a web pages (or any document to be searched) 
need to extract (programmatically) some abstract 
representation to support complex matching (between 
web page and query) and to speed up querying, i.e. 
full web page is not searched.

This abstract representation is typically created 
automatically and involves choosing a subset of words
from the web page and giving these words certain 
weights that indicate their importance in describing 
the web page.



INDEXING OF “ORGANIC” WWW PAGES

An index associates a web page 
with one or more terms
A term may be associated with 
many web pages
Automatic indexing begins with no 
predefined set of index terms
These indexes are dynamic and 
stored on the web search engine 
servers in data stores



INTRODUCING A SAMPLE TEXT …
Adapted from that available on wikipedia on William 
Shakespeare

Wish to (programmatically/automatically) find:
What is the text about? (its meaning)
Which words help us determine what the 
meaning is?
How to automatically extract these words and 
weight them so they can be added to the index



William Shakespeare (bapt. 26 April 1564 – 23 April 1616)[a] was an English poet, playwright, and actor, 
widely regarded as the greatest writer in the English language and the world's greatest dramatist.[2][3][4] He is 
often called England's national poet and the "Bard of Avon".[5][b] His extant works, including collaborations, 
consist of some 39 plays,[c] 154 sonnets, two long narrative poems, and a few other verses, some of uncertain 
authorship. His plays have been translated into every major living language and are performed more often than 
those of any other playwright.[7]

Shakespeare was born and raised in Stratford-upon-Avon, Warwickshire. At the age of 18, he married Anne 
Hathaway, with whom he had three children: Susanna and twins Hamnet and Judith. Sometime between 1585 and 
1592, he began a successful career in London as an actor, writer, and part-owner of a playing company called 
the Lord Chamberlain's Men, later known as the King's Men. At age 49 (around 1613), he appears to have 
retired to Stratford, where he died three years later. Few records of Shakespeare's private life survive; this has 
stimulated considerable speculation about such matters as his physical appearance, his sexuality, his religious 
beliefs, and whether the works attributed to him were written by others.[8][9][10] Such theories are often 
criticised for failing to adequately note that few records survive of most commoners of the period.

Shakespeare produced most of his known works between 1589 and 1613.[11][12][d] His early plays were 
primarily comedies and histories and are regarded as some of the best work produced in these genres. Until 
about 1608, he wrote mainly tragedies, among them Hamlet, Othello, King Lear, and Macbeth, all considered to 
be among the finest works in the English language.[2][3][4] In the last phase of his life, he wrote tragicomedies 
(also known as romances) and collaborated with other playwrights.

Many of Shakespeare's plays were published in editions of varying quality and accuracy in his lifetime. However, 
in 1623, two fellow actors and friends of Shakespeare's, John Heminges and Henry Condell, published a more 
definitive text known as the First Folio, a posthumous collected edition of Shakespeare's dramatic works that 
included all but two of his plays.[13] The volume was prefaced with a poem by Ben Jonson, in which Jonson 
presciently hails Shakespeare in a now-famous quote as "not of an age, but for all time".[13]

Throughout the 20th and 21st centuries, Shakespeare's works have been continually adapted and rediscovered 
by new movements in scholarship and performance. His plays remain popular and are studied, performed, and 
reinterpreted through various cultural and political contexts around the world.

INTRODUCING A 
SAMPLE TEXT …



William Shakespeare (bapt. 26 April 1564 – 23 April 1616)[a] was an English poet, playwright, and actor, 
widely regarded as the greatest writer in the English language and the world's greatest dramatist.[2][3][4] He is 
often called England's national poet and the "Bard of Avon".[5][b] His extant works, including collaborations, 
consist of some 39 plays,[c] 154 sonnets, two long narrative poems, and a few other verses, some of uncertain 
authorship. His plays have been translated into every major living language and are performed more often than 
those of any other playwright.[7]

Shakespeare was born and raised in Stratford-upon-Avon, Warwickshire. At the age of 18, he married Anne 
Hathaway, with whom he had three children: Susanna and twins Hamnet and Judith. Sometime between 1585 and 
1592, he began a successful career in London as an actor, writer, and part-owner of a playing company called 
the Lord Chamberlain's Men, later known as the King's Men. At age 49 (around 1613), he appears to have 
retired to Stratford, where he died three years later. Few records of Shakespeare's private life survive; this has 
stimulated considerable speculation about such matters as his physical appearance, his sexuality, his religious 
beliefs, and whether the works attributed to him were written by others.[8][9][10] Such theories are often 
criticised for failing to adequately note that few records survive of most commoners of the period.

Shakespeare produced most of his known works between 1589 and 1613.[11][12][d] His early plays were 
primarily comedies and histories and are regarded as some of the best work produced in these genres. Until 
about 1608, he wrote mainly tragedies, among them Hamlet, Othello, King Lear, and Macbeth, all considered to 
be among the finest works in the English language.[2][3][4] In the last phase of his life, he wrote tragicomedies 
(also known as romances) and collaborated with other playwrights.

Many of Shakespeare's plays were published in editions of varying quality and accuracy in his lifetime. However, 
in 1623, two fellow actors and friends of Shakespeare's, John Heminges and Henry Condell, published a more 
definitive text known as the First Folio, a posthumous collected edition of Shakespeare's dramatic works that 
included all but two of his plays.[13] The volume was prefaced with a poem by Ben Jonson, in which Jonson 
presciently hails Shakespeare in a now-famous quote as "not of an age, but for all time".[13]

Throughout the 20th and 21st centuries, Shakespeare's works have been continually adapted and rediscovered 
by new movements in scholarship and performance. His plays remain popular and are studied, performed, and 
reinterpreted through various cultural and political contexts around the world.

WHAT IS THE TEXT 
ABOUT?

WHAT WORDS ARE MOST 
IMPORTANT IN 
UNDERSTANDING WHAT 
THE TEXT IS ABOUT?



an 44

and 26

his 13

in 32

of 21

Words occurring most frequently?

play* 13

shakespeare 9

the 26

wrote/write 4

work 7



Looking at a smaller portion of  the 
paragraph … 

Shakespeare produced most of his known work between 1590 and 
1613. Shakespeare’s early plays were mainly comedies and histories. 
After which,  Shakespeare wrote mainly tragedies until about 1608,  
including Hamlet,  King Lear,  and Macbeth. In his last phase,  
Shakespeare wrote tragicomedies and collaborated with other 
playwrights. 

Many of Shakespeare’s plays were published in editions of varying 
quality and accuracy during his lifetime,  and in 1623,  two of 
Shakespeare’s former theatrical colleagues were involved in publishing 
the First Folio,  a collected edition of Shakespeare’s dramatic works that 
included all but two of the plays now recognised as Shakespeare's. 



WORDS OCCURRING MOST FREQUENTLY?
Shakespeare produced most of his known work between 1590 
and 1613. Shakespeare’s early plays were mainly comedies 
and histories. After which,  Shakespeare wrote mainly 
tragedies until about 1608,  including Hamlet,  King Lear,  and
Macbeth. In his last phase,  Shakespeare wrote tragicomedies 
and collaborated with other playwrights. 

Many of Shakespeare’s plays were published in editions of
varying quality and accuracy during his lifetime,  and in 1623,  
two of Shakespeare’s former theatrical colleagues were 
involved in publishing the First Folio,  a collected edition of
Shakespeare’s dramatic works that included all but two of the
plays now recognised as Shakespeare's. 



HOW TO DEFINE IMPORTANT WORDS? … 
in terms of  meaning
Is each type of word equally important?
 nouns,  verbs,  articles,  etc. For example: “Shakespeare”, “plays”,  “of”

Are upper and lower case words different (in terms 
of meaning)?
 “many” Vs “Many”

Are plural and singular words and different tenses 
of words very different in terms of meaning?
 “play” Vs “plays” Vs “played”

Is Punctuation significant (in terms of meaning)?
 “It’s” Vs “it is”,  “He’s” Vs “He is”,  “Shakespeare” Vs “Shakespeare’s”



OTHER ASPECTS OF WORDS/LANGUAGES?

How to deal with different words for same 
meaning?
 “weep” Vs “cry” Vs “lament”

How to deal with a word that has multiple    
meanings
 “suit”, “bank”,  “fly”,  “lawn”, “duck”, “pitcher”, “play”



WHAT IS AN “IMPORTANT” WORD?

An important word is one that give us the most 
information about what the web page is about

That is,  the word that tell us about the meaning of 
the content of the web page



HOW TO DEFINE “IMPORTANT” WORDS?

Each unique word important?
 No – just Nouns and  Verbs (mostly)

Upper and Lower case words different?
 No - upper and lower case versions of the same word be treated as the same 

(except for proper nouns)

Plural and Singular/Tenses different words?
 No - should be treated as the same word

Punctuation significant?
 No - should not be considered to give different meanings

How to deal with different words for same meaning?
 Need a thesaurus
How to deal with a word that has multiple meanings
 Need to use the other words surrounding the word to disambiguate the 

word



…. Words become terms

In automatic indexing, due to many versions of a 
word being considered the same, the terminology 
of term is used to encompass all versions of a 
word.

e.g., 

term = rain

Sample words = rains, raining, rained



Indexing: finding the best terms 
automatically 
aka pre-processing

For each web page (or fragment) a number of pre-
processing steps are carried out:
 Case folding: words are changed to lowercase 

(may be special cases for proper nouns)
 Punctuation is removed (punctuation removal)
 “stop words” are removal (stop word removal)
 “Stemming” is performed



CASE FOLDING:
WORDS ARE CHANGED TO LOWERCASE
words are changed to lowercase

In computing, unless strings are exactly the same they will not be 
considered equal

e.g., 
 ‘Example’ and ‘example’ are not the same
 ‘eXample’ and ‘example’ are not the same

However there is no difference in meaning between the uppercase 
and lowercase versions.

Therefore, in general all strings should be changed to one case –
lowercase is the convention (“case folding”)

Exceptions are added for proper nouns



Punctuation is removed
Simple punctuation, such as  , . ;  - gives little meaning

Other punctuation is a short-hand version of two words, e.g. “she’s”, “they’ll”

Other punctuation is more complex and relates to the word following the 
punctuation e.g., “shakespeare’s plays”

In general, it is too costly in terms of computation effort to distinguish 
between different types of punctuation and so it is usually removed and 
replaced with a space. 

N.B. As part of punctuation removal, any “trailing” letters left behind are 
removed as part of stop word removal (rather than being augmented)

e.g. 

she’s → she s want she

they’ll → they ll want they



DEALING WITH PROPER NOUNS

In English, we know that the first word at start of every sentence 
begins with a capital letter. 

In addition, proper nouns which can occur anywhere in a sentence, 
have the first letter in capitals, e.g. placenames, people’s names, etc. 
It is often important to treat proper nouns as a special case and not to 
change them to lowercase.

•Punctuation and where a word occurs in a sentence can be used to 
distinguish these special cases.

Note that abbreviations (e.g., EU, USA, NPHET, etc.) will generally all 
be in uppercase and may also remain in uppercase. 

•These can be distinguished by the fact that they are all uppercase or 
that they contain “non-standard” punctuation occurrences, e.g., U.S.A.



Task: Carry out the 1st two steps for 1st 
paragraph of  Shakespeare example with no 
special case for proper nouns …. 

shakespeare produced most of his known work between 1590 
and 1613 shakespeare early plays were mainly comedies and 
histories after which shakespeare wrote mainly tragedies until 
about 1608  including hamlet  king lear and macbeth in his last 
phase shakespeare wrote tragicomedies and collaborated with 
other playwrights

Shakespeare produced most of his known work between 1590 
and 1613. Shakespeare’s early plays were mainly comedies 
and histories. After which,  Shakespeare wrote mainly 
tragedies until about 1608,  including Hamlet,  King Lear,  and 
Macbeth. In his last phase,  Shakespeare wrote tragicomedies 
and collaborated with other playwrights. 



Stop word removal

Stop words are words that do not provide any extra 
information about the meaning of a document

Stop words are very common (frequently occur) in a 
document and often have a small number of letters
Examples are language specific. In English: the,  a,  and

Stop words are removed to save storage space and to 
speed up searches

The tendency now is to have a quite small list of stop words
No common set is used – depends on domain – different stop 
words would be used for Twitter data than for web page 
data



SAMPLE ENGLISH STOP WORD LIST
(stopwords1.txt)

a, able, about, across, after, all, almost, also, am, among, an, and,  
any,  are, as, at, be, because, been, but, by, can,  cannot, could, 
dear, did, do, does, either, else, ever, every, for, from,  get, got, 
had, has, have, he, her, hers, him, his, how, however, i, if, in, into, is, 
it, its, just, least, let, like, likely, may, me, might, most, must, my, 
neither, no, nor, not, of,   off, often, on, only, or, other, our, own, 
rather, said, say,   says, she, should, since, so, some, than, that, the, 
their,   them, then, there, these, they, this, tis, to, too, twas, us,   
wants, was, we, were, what, when, where, which, while,  who, whom, 
why, will, with, would, yet, you, your 

from: http://www.textfixer.com/resources/common-english-
words.txt

http://www.textfixer.com/resources/common-english-words.txt


LIST POSSIBLY USED BY GOOGLE
(stopwords2.txt)

• a 
• about 
• above
• an 
• and
• are 
• as 
• at 
• be
• by 

• very
• via
• was 
• what 
• when
• where  
• whether
• who 
• will 
• with

• often
• on 
• or 
• than
• that
• the 
• these
• they
• this
• to 

• for 
• from
• how  
• i
• if 
• in 
• is
• it 
• not
• of



KEVIN BOUGE STOP WORD LIST

A much longer list of stop words and 
available in many languages - Arabic, 
Armenian, Brazilian, Bulgarian, Chinese, 
Czech, Danish, Dutch, English, Farsi, 
Finnish, French, German, Greek, Hindi, 
Hungarian, Indonesian, Italian, Japanese, 
Latvian, Norwegian, Polish, Portuguese, 
Romanian, Russian, Spanish, Swedish, 
Turkish.

https://sites.google.com/site/kevinb
ouge/stopwords-lists

https://sites.google.com/site/kevinbouge/stopwords-lists


APPROACH FOR STOP WORD REMOVAL:

• When a document is initially processed,  each word is 
checked against a stop word list. If the word is not on list it 
is output to new file; if word is found then it is not output

• Each query should also be processed against a stop list

• High level algorithmic steps:

while not EOF do:
read in line
for each word in line:

if word not in stop list:
write word to new file



IMPROVED APPROACH:

Before the stop word list is checked, find the 
length of each word (len(word))

Remove all words of length 1 and 2 

This is easy to implement and means that a much 
shorter stop word list can be used if words of 
length 1, 2 (and maybe 3) do not have to be 
checked against the stop word list.



shakespeare produced most of his known work between 1590 
and 1613 shakespeare early plays were mainly comedies and 
histories after which shakespeare wrote mainly tragedies until 
about 1608  including hamlet  king lear and macbeth in his last 
phase shakespeare wrote tragicomedies and collaborated with 
other playwrights

shakespeare produced most of his known work between 1590 
and 1613 shakespeare early plays were mainly comedies and
histories after which shakespeare wrote mainly tragedies until 
about 1608  including hamlet  king lear and macbeth in his last 
phase shakespeare wrote tragicomedies and collaborated with
other playwrights

Stop word removal for portion of  
Shakespeare example using stopwords1.txt

shakespeare produced known work between 1590 1613 
shakespeare early plays mainly comedies histories 
shakespeare wrote mainly tragedies until 1608 including 
hamlet  king lear macbeth last phase shakespeare wrote 
tragicomedies collaborated playwrights



NOTE: Reduction in number of  terms

Original paragraph has 46 words

After stop word removal, there are 31 words left

shakespeare produced most of his known work between 1590 and 1613 
shakespeare early plays were mainly comedies and histories after which 
shakespeare wrote mainly tragedies until about 1608  including hamlet  king 
lear and macbeth in his last phase shakespeare wrote tragicomedies and
collaborated with other playwrights

shakespeare cwork between 1590 1613 shakespeare early plays mainly 
comedies histories shakespeare wrote mainly tragedies until 1608 including 
hamlet  king lear macbeth last phase shakespeare wrote tragicomedies 
collaborated playwrights



STEMMING
• Stemming tries to find the “stem” of 
each word.

• A stem represents variant forms of 
a word which share a common 
meaning.

• The approach used is language 
specific.

• Assuming words are written left to 
right (as in English),  then the stem is 
on the left and letters are often 
removed on the right.

• As part of stemming,  zero or more 
suffixes may also be added on the 
right.



FOR EXAMPLE: Stem of  these terms?

connected

connection 

connecting

connections

computing

computers

computed

computations

compute

worried

worries

worrying

connect

comput

worri



• Consists of many set of rules that are checked in a 
certain order

• Terms are usually stemmed as part of pre-
processing (after stop word removal) to avoid 
stemming stop words

• The commonly-used stemming algorithms (for 
English) are called Porter’s Stemming Algorithm, 
Snowball Stemmer (Porter 2) and Lancaster 
Stemming algorithm

• Stemming does not work for all languages (e.g. 
Chinese)

     



if (word ends in ‘ies’) :

remove ‘ies’

add ‘y’

e.g., pastries → pastry
ponies → pony
berries → berry



If (word ends ‘es’ but not in ‘oes’):

remove ‘s’

e.g.,  

files → file

ceases → cease

potatoes →

banjoes →



Interactive version:

Snowball (and others): http://text-
processing.com/demo/nstem/

People mostly use existing implementations and do not re-code 
it (due to complexity of rules):

See:

http://tartarus.org/~martin/PorterStemmer/

http://snowball.tartarus.org/algorithms/english/stemmer.html

http://text-processing.com/demo/nstem/
http://tartarus.org/%7Emartin/PorterStemmer/
http://snowball.tartarus.org/algorithms/english/stemmer.html


Try: Stemming for portion of  Shakespeare 
example with Snowball English stemmer 
from http://text-processing.com/demo/stem/

shakespeare produced known work between 1590 1613 
shakespeare early plays mainly comedies histories 
shakespeare wrote mainly tragedies until1608 including 
hamlet  king lear macbeth last phase shakespeare wrote 
tragicomedies collaborated playwrights

shakespear produc known work between 1590 1613 
shakespear earli play main comedi histori shakespear
wrote main tragedi until1608 includ hamlet king lear
macbeth last phase shakespear wrote tragicomedi
collabor playwright

shakespeare produced known work between 1590 1613 
shakespeare early plays mainly comedies histories
shakespeare wrote mainly tragedies until1608 including
hamlet  king lear macbeth last phase shakespeare wrote 
tragicomedies collaborated playwrights



LEMMATISATION
A lemma is a base form (core) of a word and it is what we look 
up in a dictionary

Lemmatisation is the conversion of a word to its lemma

e.g.,

walking → walk

walked → walk

goose → goose  (stem: goos)

geese → goose  (stem: gees)

Finding the lemma of a word is much harder (automatically) than 
finding a stem



This interactive version has English Lemmatisation also:

http://text-processing.com/demo/nstem/

http://text-processing.com/demo/nstem/


SHAKESPEARE EXAMPLE AGAIN:

WordNet Lemmatizer:

shakespeare produced known work between 1590 1613 
shakespeare early play mainly comedy history
shakespeare wrote mainly tragedy until1608 including 
hamlet king lear macbeth last phase shakespeare wrote 
tragicomedy collaborated playwright

shakespeare produced known work between 1590 1613 
shakespeare early plays mainly comedies histories
shakespeare wrote mainly tragedies until1608 including 
hamlet  king lear macbeth last phase shakespeare wrote 
tragicomedies collaborated playwrights



COMPARING RESULTS:

WordNet Lemmatizer:

shakespeare produced known work between 1590 1613 
shakespeare early play mainly comedy history 
shakespeare wrote mainly tragedy until1608 including 
hamlet king lear macbeth last phase shakespeare wrote 
tragicomedy collaborated playwright

Snowball English stemmer:

shakespear produc known work between 1590 1613 
shakespear earli play main comedi histori shakespear wrote 
main tragedi until1608 includ hamlet king lear macbeth last 
phase shakespear wrote tragicomedi collabor playwright



THESAURUS

Synonyms are different words with identical or very similar 
meanings 

Often important to identify terms which have synonyms

Examples:
 cry/weep/lament
 ill/sick
 thesis/dissertation
 holiday/vacation
 mail/post
 student/pupil



IMPLEMENTATION

Two approaches to include synonyms where a thesaurus 
can be used:
 To replace each term in a document with its variants 

(based on the thesaurus)
 To broaden a query by including variants of terms in 

the query (much more efficient approach)

Online at:
http://thesaurus.com/



Looking at all these pre-processing steps 
for following two Shakespeare paragraphs:
(Note: 97 words)
Shakespeare produced most of his known work between 
1590 and 1613. Shakespeare’s early plays were mainly 
comedies and histories. After which,  Shakespeare wrote 
mainly tragedies until about 1608,  including Hamlet,  
King Lear,  and Macbeth. In his last phase,  Shakespeare 
wrote tragicomedies and collaborated with other 
playwrights. 
Many of Shakespeare’s plays were published in editions 
of varying quality and accuracy during his lifetime,  and in 
1623,  two of Shakespeare’s former theatrical colleagues 
were involved in publishing the First Folio,  a collected 
edition of Shakespeare’s dramatic works that included all 
but two of the plays now recognised as Shakespeare's. 



Looking at all these pre-processing steps 
for the two Shakespeare paragraphs:
(stopewords2.txt & Porter Stemmer)
(Note: 71 terms)
shakespear produc most known work between 
1590 1613 shakespear earli play were mainli
comedi histori after which shakespear wrote 
mainli tragedi until1608 includ hamlet king lear
macbeth last phase shakespear wrote 
tragicomedi collabor other playwright mani
shakespear play were publish edit vari qualiti
accuraci dure lifetime1623 shakespear former 
theatric colleagu were involv publish first folio 
collect edit shakespear dramat work includ play 
recognis shakespear



shakespear 8

play 3

were 3

edit 2

hi 2

include 2

mainli 2

publish 2

two 2

work 2

write 2

TERMS THAT OCCUR 
MORE THAN ONCE:



TERMS THAT OCCUR ONCE 
… also important!

1590 

1608 

1613 

1623 

accuraci

between 

collabor

colleagu

collect 

comedi

dramat

dure

earli

first 

folio 

former 

hamlet 

histori

involv

king 

known 

last 

lear

lifetim

macbeth

mani

now 

phase 

playwright 

produc

qualiti

recognis

theatric

tragedi

tragicomedi

until

vari



CLASS WORK … QUESTION

For each sentence given show how a pre-processing 
stage, involving case change, punctuation removal, 
stop word removal and stemming, produces a new 
representation of each sentence. 

Indicate clearly the approaches you are using, listing 
the stop words you are using and the approach and 
the general type of stemming rules used. 

* You may use an online stemmer (use Snowball) and 
stopwords2.txt and do not have any special rules for 
Proper Nouns.



SENTENCES…
3setences.txt on blackboard

Consider the following three short sentences, s1, 
s2 and s3, and their contents: 

s1: Python is a very powerful programming 
language.

s2: Python is often compared to the programming 
languages Perl, Ruby, Scheme and Java.

s3: Python, Perl, Ruby, Scheme, Java - what’s the 
difference and is Python the best?



stopwords2.txt

• a 
• about 
• above
• an 
• and
• are 
• as 
• at 
• be
• by 

• very
• via
• was 
• what 
• when
• where  
• whether
• who 
• will 
• with

• often
• on 
• or 
• than
• that
• the 
• these
• they
• this
• to 

• for 
• from
• how  
• i
• if 
• in 
• is
• it 
• not
• of



PRE-PROCESSING SUMMARY

Indexing automatically scans the web page 
downloaded by the crawlers for the most 
important words and converts these to terms 
following a sequence of steps involving:
• case folding/change
• punctuation removal 
• stop word removal 
• stemming 

These words are then weighted (next topic) and 
stored as the representation of the web page



CALCULATING THE WEIGHTS OF TERMS

The abstraction is: the meaning of a document is 
represented using terms (derived from words in the 
document) and a weight for each term where:
A weight is a real number
The higher the weight the more important the term is 
in describing the meaning of the document
One approach to calculate the weight is called: tf-
idf: 
Term Frequency - Inverse Document Frequency



 tf: If a term occurs very often in a document it is 
an important term describing the document (term 
frequency), e.g. the term shakespeare was the 
most frequent term in the sample text
df: However, if the term occurs often across all 
documents which are being searched* then it is 
not very useful at distinguishing one document 
from another (document frequency for term is 
high), e.g. if term shakespeare occurs frequently 
in all documents

* In the index



NOTE:

•Stop words will have a high tf and df

•The weighting is performed on the terms 
remaining after stop word removal and stemming

•Thus if a term is not removed as a stop word, but 
it occurs frequently in most documents, it will get a 
low weight and not be considered important in 
determining the meaning of a web 
page/document



To not penalise short documents, normalise 
(compare like with like) by dividing the raw count 
of the number of times the term occurs by the 
number of total terms in a document:

Term frequency =  
Number times a term t occurs in document  
divided by the number of terms in the 
document

This ensures longer documents do not get an 
“unfair” advantage
Does this make sense? Why?



ASIDE (If  it’s not making sense):

• For a term t the term frequency can be a raw 
count of the number of times the term occurs in 
a document

• However, this is not ideal as a term is likely to 
occur more often in longer documents, thus 
longer documents would have an unfair 
advantage over shorter documents

• Thus it is the ratio of a terms occurrence we 
would like, not the raw count



Given the following information for the term 
“shakespeare” in 3 documents of different 
lengths find the term frequency:

Doc ID Frequency Number of 
terms in 
doc

tf = ?

d1 10 20
d2 10 200

d3 100 2000



For a term t and N documents with t occurring in 
dft documents the inverse document frequency of t 
is defined as:

𝑖𝑖𝑖𝑖𝑓𝑓𝑡𝑡 = log10 1 +
𝑁𝑁
𝑖𝑖𝑓𝑓𝑡𝑡

The idf of a rare term should be high, whereas the idf
of a frequent term should be low.

To prevent multiplication by 0 the1 is added



NOTE: LOGS

A logarithm is the power to which a number must be 
raised in order to get some other number

e.g.,

If log10x = y then 10y = x 

log10100 = ? 

On a calculator log is usually log10

Scientific calculator online:

https://www.calculator.net/scientific-calculator.html



doc tf idf
(with log10)

tf*idf

d1 0.5 log10 
(1+100/40) = 
0.544

0.272

d2 0.05 0.544 .0272

d3 0.05 0.544 .0272



Therefore, tf-idf for a term t:
 has the highest weight when t occurs many times 

within a small number of documents (thus lending 
high discriminating power to those documents) 
 has a lower weight when the term occurs fewer times 

in a document, or occurs in many documents 
 has the lowest weight when the term occurs in nearly 

all documents (i.e. stop words)



You try it … 

Compute the tf-idf weights for the words:
 sql, databases, programming, computer

with corresponding terms:

sql, database, program, comput
for each of 3 documents using the following 
information:

* Use precision to 4 decimal places



d1 (length 90) d2 (length 100) d3 (length 50)

sql 12 4 7

database 3 13 0

program 0 13 2

comput 6 0 3



Term Frequency in Collection (df)

sql 81
database 67

program 192

comput 240



Fill in the tf-idf weights

sql database program comput

d1

d2

d3



AFTER THIS STAGE …. 
we can easily access:

For each web page ID (url) many:
<term, weight>

For each term in the collection (term) many:
<doc, weight>
So with this information df can be calculated (and stored) 
for any term
These are generally stored in a complex structure 
to aid fast searching and matching (with 0s not 
stored generally)



sql database program comput … … …

d1

d2

d3

…

….

….

df



CLASS WORK …. 
https://web2.0calc.com/

S1: python very power program language
S2: python often compar program language perl
rubi scheme java

S3: python perl rubi scheme java diff python best
1. Find the representation (sentences) after the pre-
processing steps of case folding, punctuation removal, stop 
word removal and stemming have been formed

2. Calculate tf*idf of all the terms remaining in s1 after 
pre-processing. You can assume that the full document 
collection is the 3 sentences (to calculate df))

https://web2.0calc.com/


SUMMARY

•A web search index is built based on term 
weights which are calculated after pre-processing 
steps have been performed
•A commonly used weighting scheme is tf-idf (and 
variations)
•For tf we must know the raw count of the term 
(frequency) and the total number of words in the 
document

•For idf we must know the number of documents in the 
collection and the count of how many of these contain the 
term



WEB SEARCH: 
Finding Similarity
Page Rank Algorithm

CT102
Information 
Systems



FINDING SIMILARITY
(Between web pages and a query)

CT102



EXAMPLE
Portion of  5 documents after case folding 
and a query
doc1: … news about republican candidates … 

doc2: … news about organic food campaign … 

doc3: … news of republican presidential campaign

doc4: … news about the presidential campaign and the republican 
presidential candidate ...

doc5: news of organic food campaign where the campaign …

Query: news about republican presidential campaign



LET’S REMOVE STOP WORDS
(docs and query - using stopword2.txt)

doc1: … news about republican candidates … 

doc2: … news about organic food campaign … 

doc3: … news of republican presidential campaign

doc4: … news about the presidential campaign and the 
republican presidential candidate ...

doc5: news of organic food campaign where the campaign ... 

Query: news about republican presidential campaign



NOW STEM (docs and query)
using snowball stemmer 
http://text-processing.com/demo/stem/

doc1: … news republican candid … 

doc2: … news organ food campaign … 

doc3: … news republican presidenti campaign

doc4: … news presidenti campaign republican presidenti candid ...

doc5: … news organ food campaign… campaign …

Query: news republican presidenti campaign



Given the following tf*idf weights were 
calculated for the same terms for each 
document

news republican candid organ campaign presidenti food

doc1 0.2 0.3 0.1

doc2 0.01 0.4 0.3 0.3

doc3 0.15 0.35 0.4 0.35

doc4 0.25 0.32 0.15 0.33 0.4

doc5 0.1 0.43 0.3 0.5

query 1 1 1 1

Assume that query terms have weight of  1



Main abstractions:
 For all documents, each document D is represented as a 

vector of real-valued numbers where each number 
corresponds to the weights of a term in the document

 Queries are also viewed as vectors
 Each position in the vector corresponds to a term from the 

document collection
 Therefore, the length of the vector (number of 

weights/vector dimension) is the number of terms in a 
document collection called the vocabulary



VECTOR SPACE COMPARISON

 A query is also represented as a vector where each 
term in the query can be assigned a weight of 1.0

 Comparison is done by finding the similarity between 
document vectors and the query vector

 E.g., in previous example:

𝑞𝑞𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = < 1.0 1.0, 0.0, 0.0,1.0,1.0,0.0 >



𝑑𝑑𝑜𝑜𝑜𝑜𝑜 = < 0.2, 0.3, 0.1, 0.0,0.0,0.0,0.0 >

𝑑𝑑𝑜𝑜𝑜𝑜𝑜 = < 0.1, 0.0, 0.0, 0.4,0.3,0.0,0.3 >

𝑑𝑑𝑜𝑜𝑜𝑜𝑜 = < 0.15, 0.35, 0.0, 0.0,0.4,0.35,0.0 >

𝑑𝑑𝑜𝑜𝑜𝑜𝑜 = < 0.25 0.32, 0.15, 0.0,0.33,0.4,0.0 >

𝑑𝑑𝑜𝑜𝑜𝑜𝑜 = < 0.1 0.0, 0.0, 0.43,0.3,0.0,0.5 >

𝑞𝑞𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = < 1.0 1.0, 0.0, 0.0,1.0,1.0,0.0 >

news republican candid organ campaign presidenti food

doc1 .2 .3 .1 0 0 0 0

doc2 .01 .4 .3 0 .3

doc3 .15 .35 .4 .35

doc4 .25 .32 .15 .33 .4

doc5 .1 .43 .3 .5

query 1 1 1 1



The idea is to “measure” the angle or distance between the 
vectors d and q which represent the document d and query q.

This is done using the Euclidean dot product of the two vectors

If the vectors are close (i.e. similar) the distance between them 
is small and the result is close to1.

If the vectors are far apart (i.e. dissimimlar), the distance 
between them is large and the results is close to 0.

From google images (2D vectors)



sim(
→
𝑑𝑑 ,→𝑞𝑞 ) =

→
𝑑𝑑 ∗ →𝑞𝑞
→
𝑑𝑑 ∗ →𝑞𝑞

=
∑1𝑛𝑛(𝑥𝑥𝑖𝑖∗ 𝑞𝑞𝑖𝑖)

∑1𝑛𝑛 𝑥𝑥𝑖𝑖2 ∗ ∑1𝑛𝑛 𝑞𝑞𝑖𝑖2

Similarity between vectors d and q: 
dot product definition

For n terms where:
xi is weight for ith term in d
qi is weight for ith term in q
Note that the denominator normalises (by the vector norm or vector 
magnitude) so that the number of terms in a document is considered. 
For the denominator we need to consider all terms in the document 
but for the numerator we only need to consider non-zero weights



PREVIOUS EXAMPLE
news republican candid organ campaign presidenti food

doc1 .2 .3 .1

doc2 .01 .4 .3 .3

doc3 .15 .35 .4 .35

doc4 .25 .32 .15 .33 .4

doc5 .1 .43 .3 .5

query 1 1 1 1



Let’s start with calculating the similarity between doc1 
and the query

news republican candid organ campaign presidenti food

doc1 .2 .3 .1

query 1 1 1 1

sim(
→
𝑑𝑑 ,→𝑞𝑞 ) =

→
𝑑𝑑 ∗ →𝑞𝑞
→
𝑑𝑑 ∗ →𝑞𝑞

=
∑1𝑛𝑛(𝑥𝑥𝑖𝑖∗ 𝑞𝑞𝑖𝑖)

∑1𝑛𝑛 𝑥𝑥𝑖𝑖2 ∗ ∑1𝑛𝑛 𝑞𝑞𝑖𝑖2



Similarity between doc2 and the query

news republican candid organ campaign presidenti food

doc2 .01 0 0 .4 .3 0 .3

query 1 1 0 0 1 1 0

sim(
→
𝑑𝑑 ,→𝑞𝑞 ) =

→
𝑑𝑑 ∗ →𝑞𝑞
→
𝑑𝑑 ∗ →𝑞𝑞

=
∑1𝑛𝑛(𝑥𝑥𝑖𝑖∗ 𝑞𝑞𝑖𝑖)

∑1𝑛𝑛 𝑥𝑥𝑖𝑖2 ∗ ∑1𝑛𝑛 𝑞𝑞𝑖𝑖2



Similarity between doc3 and the query

news republican candid organ campaign presidenti food

doc3 .15 .35 .4 .35

query 1 1 0 0 1 1 0

sim(
→
𝑑𝑑 ,→𝑞𝑞 ) =

→
𝑑𝑑 ∗ →𝑞𝑞
→
𝑑𝑑 ∗ →𝑞𝑞

=
∑1𝑛𝑛(𝑥𝑥𝑖𝑖∗ 𝑞𝑞𝑖𝑖)

∑1𝑛𝑛 𝑥𝑥𝑖𝑖2 ∗ ∑1𝑛𝑛 𝑞𝑞𝑖𝑖2



HOW ABOUT THE OTHER DOCS?

sim(𝑑𝑑1 ,→𝑞𝑞 ) =

sim(𝑑𝑑2 ,→𝑞𝑞 ) =

sim(𝑑𝑑3 ,→𝑞𝑞 ) =

sim(𝑑𝑑4 ,→𝑞𝑞 ) =

sim(𝑑𝑑5 ,→𝑞𝑞 ) =



SUMMARY OF SIMILARITIES:

news republican candid organ campaign presidenti food

doc1 .2 .3 .1

doc2 .01 .4 .3 .3

doc3 .15 .35 .4 .35

doc4 .25 .32 .15 .33 .4

doc5 .1 .43 .3 .5

query 1 1 1 1



NOW COMPARING THE SIMILARITIES:

doc1

doc2

doc3

doc4

doc5

Returned in this order:

doc4

doc3

doc1

doc5

doc2



VECTOR SPACE COMPARISON 
ADVANTAGES:
• Documents can be found which are most similar to the 

query without the need for a 100% match

• Returned documents can be sorted in decreasing order 
of similarity to query (so we have some ranking)

• Most commonly used approach across search engines 
and applied widely elsewhere also



QUESTION: 
Are query vector weights always 1?

No …. Usually query terms are expanded and terms are weighted 
according to:

•Whether term is an original part of query or whether it was added by 
the search engine (e.g., as part of thesaurus look up for example or 
as part of personalisation information)

•Whether term has been used previously by that person 
(personalisation information) and whether the term is currently being 
used by other people (popularity + personalisation).



Given the vector tf*idf representation calculated of 3 documents 
with terms sql, database, program, comput

Find the most relevant document to the query “database 
programming with sql’ which is represented by the following query 
‘database program sql’ and the vector query:

<1, 1, 1, 0>

* Use precision to 4 decimal places for final answer



RECALL: tf*idf WEIGHTS 
(to precision of  3 decimal places)

d1 d2 d3
sql 0.081 0.024 0.086
database 0.023 0.088 0
program 0 0.047 0.014
comput 0.021 0 0.019



Now adding in query vector (assume weights of  
all terms are 1, given that we are not told 
otherwise)

Can now start to calculate similarities:

d1 d2 d3 query
sql 0.081 0.024 0.086 1
database 0.023 0.088 0 1
program 0 0.047 0.014 1
comput 0.021 0 0.019 0

𝑠𝑠𝑠𝑠𝑠𝑠(
→
𝑑𝑑 ,→𝑞𝑞 ) =

→
𝑑𝑑 ∗ →𝑞𝑞
→
𝑑𝑑 ∗ →𝑞𝑞

=
∑1𝑛𝑛 𝑥𝑥𝑖𝑖 ∗ 𝑞𝑞𝑖𝑖

∑1𝑛𝑛 𝑥𝑥2 ∗ ∑1𝑛𝑛 𝑞𝑞2



NOTE: 

The same approach 
can be used to 
determine how 
similar documents 
are to each other

Where might this be 
useful?

For example, the similarity between d1 and d3?

d1 d3
sql 0.081 0.086
database 0.023 0
program 0 0.014
comput 0.021 0.019



SUMMARY:

•Matching to find similar documents is usually 
performed using the dot product of the vector 
representations of documents and queries

•Entries with 0 can be ignored

•The vector norm (denominator) can be pre-
calculated for all documents

𝑠𝑠𝑠𝑠𝑠𝑠(
→
𝑑𝑑 ,→𝑞𝑞 ) =

→
𝑑𝑑 ∗ →𝑞𝑞
→
𝑑𝑑 ∗ →𝑞𝑞

=
∑1𝑛𝑛 𝑥𝑥𝑖𝑖 ∗ 𝑞𝑞𝑖𝑖

∑1𝑛𝑛 𝑥𝑥2 ∗ ∑1𝑛𝑛 𝑞𝑞2



PAGE RANK
(Finding Authoritative Web Pages)

CT102



Recall:
SERP (Search Engine Results PageS)  and 
Web Page Ranking

Ranking involves ordering the results returned in response to a user query by one or 
more scores which are assigned to web pages by the search engine.

These scores can be assigned based on:

o Similarity scores (organic – index of crawled web pages and user query at search 
time)

o Potentially Page rank scores (organic – using links-pre-calculated)

o Ad word scores (sponsored - at search time)

o Personalised Information (Language, Location, Previous web searches, Browsing history, 
Tracking information, etc.)

o Featured articles/QA/Knowledge Graph information



PAGE RANK 

o Page rank uses a link analysis algorithm to determine the relative
importance of each web page.

o Page rank was originally developed by the founders of Google and 
was one factor which led to Google’s dominance initially.

o The approach is currently used in Google and other search engines.

o Page rank only considers the in and out (hypertext) links of a web 
page (not the content, and not internal links).

oEach web page can be assigned a PageRank score.



OVERVIEW

o Idea: The higher the page rank score the more important the page and such 
pages should be ranked above pages with lower page rank scores (if both 
pages are returned in response to a query and are  otherwise equally relevant 
to the query)

o The general idea is that a link from a web page is a “vote” or “endorsement” 
of the page it links to.

o The Page Rank algorithm tries to “sum up” all the votes for pages.

o However each page that “votes” also has its own Page Rank score and spreads
its vote over all the pages it links to.

o Uses a link analysis algorithm to determine the relative importance of each web 
page



From the original 
Page Rank paper 
http://infolab.stanford.edu/~backr
ub/google.html

“We assume page A has pages T1…Tn which point to it. The parameter 
d is a damping factor which can be set between 0 and 1. We usually set 
d to 0.85. …. . Also C(A) is defined as the number of links going out of 
page A. The PageRank of a page A is given as follows: 

PR(A) = (1-d)/N + d * (PR(T1)/C(T1) + … + PR(Tn)/C(Tn))

….. (For N web-pages,) PageRank or PR(A) can be calculated using a 
simple iterative algorithm, and corresponds to the principal eigenvector of 
the normalized link matrix of the web”



More simply … 

If A is a web page linked to by 4 other web pages, 𝑇𝑇1, 𝑇𝑇2 , 𝑇𝑇3 , 𝑇𝑇4 and C(T) is 
the total number of links from a web page T (the outlinks of page T) then the 
Page Rank of A, for N pages PR(A) is  =

(1-d)/N + d * (PR(𝑇𝑇1)/C(𝑇𝑇1)+PR(𝑇𝑇2)/C(𝑇𝑇2)+PR(𝑇𝑇3)/C(𝑇𝑇3)+PR(𝑇𝑇4)/C(𝑇𝑇4))

A
𝑇𝑇1

𝑇𝑇4
𝑇𝑇2

𝑇𝑇3



In general for any web page A with web 
pages 𝑇𝑇1 …  𝑇𝑇𝑅𝑅 linking to it

… and also knowing for each web page,  C(T), the total number of links from 
a web page T (outlinks), and N the total number of web pages:

The Page Rank of A is defined as:
PR(A) =

(1-d)/N + d * (PR(𝑇𝑇1)/C(𝑇𝑇1) + … + PR(𝑇𝑇𝑅𝑅)/C(𝑇𝑇𝑅𝑅))



To get started …. 
•We do not know the page rank of the pages to use – this needs to 
be calculated.

•Each page must be given an initial (estimate/guess) of a Page 
Rank score (usually 1 or 1/N)

• This value is initially used as a guess for all PR values needed (all 
pages)

• This is modified over a number of iterations until it converges
(settles) to some value, i.e. it only changes by a very small number, 
such as .0001, (if at all), from one iteration to the next

• For each iteration, the PR scores of each page from the previous 
iteration is used in the calculations

• d is usually set to 0.85



EXAMPLE 1 Calculate the page rank scores for each of  the 3 
web pages in the following graph. Take d = 0.85

Page A Page B

Page C



INITIAL STEPS:

 Count C() for each page: C(A) = 2, C(B) = 1, C(C) = 2
 For web page A: vote comes from B and C
 For web page B: vote comes from A and C
 For web page C: vote comes from A only
 Assign initial PRs: PR(A)=PR(B)=PR(C)= 1/3
 Set d = 0.85
 Write the formula for each page:
 PR(page) = (1-d)/N + d (PR(T1)/C(T1) + … + PR(Tn)/C(Tn))
 Keep calculating the formula for each page using the scores from previous 

iterations until convergence is reached

A B

C



Write the formula for each 
page and start calculating:

 PR(page) = (1-d)/N + d (PR(T1)/C(T1) + … + PR(Tn)/C(Tn))
 Store the PR result from the previous calculation in prevA, prevB, prevC
 prA = 0.15/3 + 0.85 * (prevA/cB + prevC/cC); 
 prB = 0.15/3 + 0.85 * (prevA/cA + prevC/cC);
 prC = 0.15/3 + 0.85 * (prevA/cA);
 prevA = prA;
 prevB = prB;
 prevC = prC;

A B

C



prA = prB =prC = 1.0/3.0;

prevA = prevB = prevC = 0.0;

cA = 2; 

cB = 1; 

cC = 2;

for(i=0; i < 10; ++i)

{

prevA = prA;

prevB = prB;

prevC = prC;

prA = 0.15/3 + 0.85 * (prevB/cB + prevC/cC); 

prB = 0.15/3 + 0.85 * (prevA/cA + prevC/cC);

prC = 0.15/3 + 0.85 * (prevA/cA);

}

WRITING IN C CODE



CALCULATE IN EXCEL OR EQUIVALENT:

C(A) C(B) C(C) 
2 1 2

PR(A) PR(B) PR(C) 
0.15/3 + 0.85*(PR(B)/C(B)  + PR(C)/C(C)) 0.15/3 + 0.85*(PR(A)/C(A)  + PR(C)/C(C)) 0.15/3 + 0.85*(PR(A)/C(A) )

0.333333333 0.333333 0.333333333
0.475 0.333333 0.191666667

0.414791667 0.333333 0.251875
0.440380208 0.333333 0.226286458
0.429505078 0.333333 0.237161589
0.434127008 0.333333 0.232539658
0.432162688 0.333333 0.234503979
0.432997524 0.333333 0.233669142
0.432642719 0.333333 0.234023948
0.432793511 0.333333 0.233873156
0.432729424 0.333333 0.233937242



RESULTS (to 4 decimal places):

After 10 
iterations:

PR(A)=0.4327

PR(B)=0.3333

PR(C)=0.2339

A B

C



How many iterations are required?

oUsually compare the difference between the last two values of 
the PR scores per web page (e.g. prA and prevA)

oWhen this difference is small, e.g., .0001 can stop

oIn general the number of iterations will depend on the number of 
web pages

o For a small number of web pages can set the number of 
iterations (e.g., 10 in previous example)
o For web indexed pages (millions of web pages), can converge 
in 50 to 60 iterations



YOU TRY: EXAMPLE 2: Calculate the page rank scores 
for each of  the 4 web pages in the following graph. Take 
d = 0.85

Steps:

1. Specify the inlinks and 
the number of outlinks
for each webpage

2. Write the formula for 
each web page

3. Code and get results 
to 4 decimal places



Answer after 14 iterations 
(to 4 decimal places)

PR(A) = 0.3722

PR(B) = 0.1959

PR(C) = 0.3944

PR(D) = 0.0375



NOTES:

•According to the Page Rank formula, page D gets a Page Rank 
value (of 0.0375) even though it has no links to it

•In reality pages with no links will be discarded from the calculation 
at the start and just given the 1-d/N score at the start



SUMMARY

The page rank approach is a common algorithm used by search 
engines to find authorative or more important (organic) web 
pages. It uses the web link structure – and no content.

It can be seen as a measure of crowdsourced quality of a page 
relative to other pages.

It is independent of any query and any personalisation.

It can be pre-calculated based on the information gathered by the 
crawler and stored in the index (i.e., a PR score is associated with 
each page in the index).



WEB SEARCH:
WEB SEARCH: ADS AND PERSONALISATION 

CT102 
Information 
Systems



SERP (Search Engine Results PageS)  and Web 
Page Ranking

Ranking involves ordering the results returned in response to a user query by one or 
more scores which are assigned to web pages by the search engine

These scores can be assigned based on:

o Similarity scores (organic – index of crawled web pages and user query at search 
time)

o Potentially Page rank scores (Google) (organic – using links-pre-calculated)

o Ad word scores (sponsored - at search time)

o Personalised Information (Language, Location, Previous web searches, Browsing history, 
Tracking information, etc.)

o Featured articles/QA/Knowledge Graph information



ADS
Most web search engines have a model of “paid-for-ads” where web 
pages from this category are ranked above “organic results” (results 
ranked according to the other scores) once there is a strong similarity 
(match) between the terms the ad has picked as “ad words” and the 
query terms.

Thus an additional search occurs independent of the search using the 
indexed representation of web documents.

This additional search uses the repository (database) of ad words and a 
scoring of the ads such that ads are ranked and placed before the 
organic ranked results.

Examples: Compare searching for “nike runners” and “running shoes 
review”





HOW DOES IT WORK?

Each ad is associated with keywords (submitted by the advertiser).

Advertisers also indicate how much they are willing to pay for an ad to be displayed 
– this is the advertiser’s bid.

The Ads system checks if an ad’s keywords match the terms in a query.

If so, then the ad is considered eligible to appear in the search results.

The ad then goes through an “Ad Auction”. 

The auction involves bidding and determines whether or not the ad is actually 
displayed.



AD AUCTION
How do ads win based on their bids?

Based on 2 (or more) components:

1. Max Bid value – max amount advertiser will pay the search engine for click (CPC 
– cost per click) on the ad. Advertiser will pay a CPC if the ad is displayed and 
clicked.

2. Quality of ad – relevance and usefulness of ad and web page it links to. Quality 
is calculated based on 3 aspects.

Also (in Google’s case at least): 

3. “Expected impact of ad extensions” where ad extensions are extra information 
provided (in addition to the keywords).



QUALITY OF ADS

2.1: expected CTR (Click Through Rate): prediction on how often an ad will be clicked 
on when displayed – based on how ad preformed previously when displayed for 
same/similar query.

2.2: Ad relevance: keywords of ad versus keywords used in query.

2.3: Landing page experience: quality and relevance of page ad links to – should be 
related to query, should be “good quality” website/webpage.

Some researchers have found that the weighting used by Google is:

• Expected CTR: 39%

• Ad Relevance: 22%

• Landing page experience: 39%



EXAMPLE (from Google)
4 ads (A, B, C, D)

Impact

Quality

Bid Value

3 components:

Where quality =
expected CTR 
ad relevance
landing page experience



EXAMPLE (from Google)
4 ads (A, B, C, D)

Ad rank values: 5, 15, 20, 8
So ranking of  ads displayed = C, B, D 
(and probably not A as rank value too low and/or only displaying top 3 ads)



CPC: COST PER CLICK
HOW MUCH DOES AN ADVERTISER ACTUALLY PAY?
Based on the ads ranking, its quality score (which incorporates the max bid) and 
some standard cost:

For example, for some ad which will be displayed in the first position
CPC(ad) = rankValue(ad in second position)/quality score(ad) + cost

Ad ID Max Bid
€

Quality 
Score

AdRank
Value

Rank CPC 
Calculation

Actual 
CPC €

adR 4 8 32 1 27/8+.01 3.39

adX 3 9 27 2 24/9+.01 2.68

adY 6 4 24 3 16/4+.01 4.01

adP 8 2 16 4



“Bad Ads”



Bad ads, fake ads … 



How is this linked to Programmtic Advertising?
o Programmatic advertising automatically places “contextually relevant 
advertisements” on a website (not on web search page necessarily).
o Website webmaster includes (Javascript) code on webpage to indicate where 
ads can be placed.
oEach time site is visited, the code fetches ads from the relevant servers and 
displays these on the website.
o The ads fetched are based on a number of approaches but again have the 
same “auction” approach.
o Site as well as ad engine (e.g. Google) gets paid for the ads clicked/viewed –
only works if there isn’t an ad blocker.
o Often website ad strategy from webmaster point of view is performed in 
conjunction with SEO (Search Engine Optimisation).



CLASS QUESTION?

Do you view personalised ads as generally useful or not?



Aside: Search Engine Optimisation (SEO)
Web search engines allow webmasters to provide site maps and instructions to  
crawler including request to recrawl or not
Webmasters try to ensure that their page will be indexed “well” by search engines 
and thus appear in a top set of returned results if relevant to a query:
Basic techniques used:
o Good content which is updated on a regular basis
o Using tags and meaningful concise names in tags (such as titles etc.)
o Using site maps and XML sitemap
o Moderate and remove spam from any comments section
o Don’t overuse ads
o Analyse who is visiting site and time spend etc.



Many Issues with 
Programmatic Advertising

•Vetting the ad content coming in – basic 
checks automatically done and after the fact 
with “crowdsourcing”

•Placement of ads … especially if placed on 
sites with controversial topics 

•Fake news ads and “Bad ads”

•Payment models … “marking own homework”

•Efficacy … “billboards underwater”

•Personalisation …. monetising personal 
information gathered as part of search



Web Search Personalisation

Web search personalisation can be defined 
as any action that uses user’s interests and 
preferences to tailor or re-rank the results 
returned by a search engine.

It potentially uses many different 
approaches: information retrieval, data 
mining, social networks, recommender 
systems.



AIM OF PERSONALISATION TECHNIQUES

Aim is to:
1. obtain user context and to use this user context to improve results 
returned (e.g., language, location, preferences, etc.)
2. predict what a user’s information need is without the user having 
to explicitly state it (e.g., query auto-complete, predictions, 
“featured article” section)
3. decrease search ambiguity and return results more likely to be 
interesting to a particular user providing more effective and 
efficient information access



WHAT IS CONTEXT?

Context: Any information that can be used to characterize the 
situation or intent of an entity
Three main aspects of context with respect to web search:

1. User’s short-term information need (query)
2. Semantic knowledge about the domain being investigated (using 

knowledge bases)
3. User’s long-term interests (user profile)



PERSONALISATION DATA

o Language

o Location

o Web history:

Search history and settings

Browsing history and click-through data

Social data (from logging in to social media platforms etc)



SEARCH HISTORY

Refers to the list of queries the user has recently entered

Typically, the query and date along with IP address and cookie 
information, if available, is stored

Also can be used to infer/predict a user’s interests and preferences



BROWSING HISTORY

Storing what is clicked in the search results returned (url, title, date) and 
using this as a measure of user interest or preference
Can be categorised in to long and short term interests and often more 
recent history is considered more important (an indicator of current 
interest)
Can also be categorised in to different user profiles relating to different 
topics
This information can be used to re-rank results based on particular sites 
if previous history shows that you tend to prefer (click frequently) on that 
site
Often data mining techniques are used to discover “patterns”



IMPLICATIONS 1: 
PRIVACY

Many issues yet to be resolved:
Users need to feel in control of the personal information stored on them 
and on how it is used, e.g. on/off option
Users need to be convinced it is worth giving something to get something 
e.g., 
personal information for better results?
personal information for better ads?
personal information allowing “tracking” across platforms?
 Is web search engine’s focus on personalisation for ad revenue rather than 
for quality search results?
What do we give up in order to access free services?



IMPLICATIONS 2: ETHICS
o From a law-enforcement perspective there is a subset of people whose 

online activities are of interest re. illegal activities – terrorists, arms, drugs, 
human trafficking, gambling, etc. – how to gather data only on these and 
not the general public?

o From a human-rights perspective there is a subset of people whose online 
activities are also of interest to relevant non-democratic authorities but may 
result in imprisonment etc. if detected

o In Ireland and elsewhere we are seeing cases in the courts where search 
engine history and server logs etc. are being used as evidence in serious 
crimes 

o GDPR has helped in stopping data harvesting and selling personal data in 
the EU



IMPLICATIONS 3: RIGHT-TO-BE-FORGOTTEN
In May 2014, the European Court Of Justice ruled that EU citizens 
have a “Right To Be Forgotten,” that they could request that search 
engines remove links to pages deemed private, even if the pages 
themselves remain on the internet



IMPLICATIONS 4: “FILTER BUBBLE” (Eli Pariser)

o Results returned to us are not unbiased, i.e., due to 
personalisation the same query from different people 
would give us different results.

o Different “views” of reality being filtered out – e.g., 
only seeing news similar to what you have seen in the 
past. Sometimes this may be fake information and filter 
bubbles mean you keep seeing more fake information.

o Shaping what people read = shaping what people think



SEARCH ENGINES THAT DO NOT TRACK
A number of search engines allow user’s more control over the 
personal information that is used or do not use any personal 
information such as:

o Ask.com

o Startpage.com

o Duckduckgo.com

An interesting experiment is to pick a few different queries and 
compare results across a number of different search engines using 
the same queries.



ASK.COM

ask.com

Has an optional “Ask Eraser” 
which, when turned on, will 
delete old ask cookies, won’t 
store any new cookies and 
won’t keep search history …. 
“except in rare 
circumstances”



startpage

startpage.com
o Discards all personally identifiable information 
o Discards IP addresses once search request complete
o Doesn’t use cookies
o Doesn’t keep a record of search queries
o Searches Google by submitting the user query to Google and 
displaying the results to the user
oAll Google sees is a large amount of searches coming from 
Startpage’s servers



DuckDuckGo

Duckduckgo.com

o Doesn’t log any personally identifiable information

o Discards IP addresses etc. from its server logs

o Doesn’t use cookies

o Doesn’t generate an anonymized identifier to tie searches 
together

o As a result you will get the same results as everyone else using 
the same queries



SUMMARY

There are many algorithms at work behind the web search scene – some 
with respect to sponsored content (ads), some with respect to 
personalisation and tracking – and it is not always clear or obvious what 
is collected and stored and what/how it is used – and who it is 
benefiting.

Important to know about:
1. how the ad auction algorithms work.

2. the web search goal of gathering personal information – and the 
type of personal information that is gathered – and how this can be 
exploited elsewhere



DATABASE SYSTEMS
CT102: 
Information 
Systems



DATABASE SYSTEMS

A database system is an Information System that 
stores and retrieves structured data



DATABASE DEFINITION

One or more tables

 where a table is an ordered collection of 
records

where a record consists of data



DATABASE APPROACH

A single repository of 
data is maintained 
that is defined once 
and then accessed by 
various 
users/programs 
through a DBMS Data

DBMS

user user
program

user



DISTRIBUTED DATABASE APPROACH

Data is defined once 
and then stored at 
multiple (distributed) 
sites

However: 

Users have the 
impression of a single 
repository of data Data

user user
program

user

DataData

DDBMS



TYPES OF DATABASE SYSTEMS
• Relational Databases (mySQL, Sybase, Oracle)

• Non-Relational Databases (MongoDB, Redis, 
Apache Cassandra)

• XML databases (BaseX, eXist, Sedna)

• Blockchain databases



RELATIONAL DATABASE
MANAGEMENT SYSTEMS (DBMS)

A DBMS is a 
collection of 
programs that 
facilitates the 
process of defining, 
constructing and 
manipulating 
databases for 
various applications.



RELATIONAL 
DATABASES

Based on the mathematical theory of relations 
(Codd, IBM, 1970s)

Can be seen as consisting of “tables and only 
tables”:
A table is a natural representation of a relation
A table is a 2-d array



RELATION TABLES

The theory refers to “relations”

The implementation refers to “tables”

Each relation table has a name

The top row contains headings called attributes

An attribute corresponds to a column

Every other row (0 or more) is an instance of the 
relation and is defined by a tuple having components 
corresponding to the attributes



Recall that mathematical relations do not contain 
duplicates:
 In relation tables no two tuples can be exactly the same 
(across all attributes).
To ensure this completely, one or more special attributes 
are chosen (or added) which are called primary key
attributes which must have unique values for each tuple.
We use the convention (in writing) that attributes that 
form the primary key are underlined
Graphically the are often represented with an image 
of a key.

RELATION TABLES



RELATIONAL DBMS IN INDUSTRY

90% of industry applications use Relational DBMS 
or Relational DBMS with extensions.

The majority of industry applications require:
Correctness
Completeness
Efficiency (Complex optimisation techniques and 
complex Indexing structures)

Relational DBMS provide this



RELATIONAL DBMS HAVE…. 

1. Design/Structure View where you can see 
structure of tables – names, data types and 
constraints

2. Datasheet/Browse View where you can see the 
database instance - data in the tables

3. Usually a results window 

4. Usually a SQL editor (to write code)

5. And many other features …. 



SAMPLE DESIGN/STRUCTURE VIEW 

Where we specify:
•Attribute (column) names

•Attribute (column) data types

•Primary key



SAMPLE DATASHEET/BROWSE VIEW

Where we enter the actual data



TABLE 1: addressbook

* See files on Blackboard for the sample tables used in 
lectures: ct102_2021.accdb and csv files



EXAMPLE 1: using table 1

Number of attributes?

Name of attributes?

Data type of attributes?

Number of rows?

Any duplicates?

Any potential duplicates?



ALTERNATIVE IF NOT USING DATABASE 
SYSTEM?

Easy to store the data from a single table in a 
text file and write a program, in programming 
language of choice, to open file and access data



TABLE 2: appointments



EXAMPLE 2: USING  TABLE 2 
(appointments)

Number of attributes?

Name of attributes?

Data type of attributes?

Number of rows?

Any duplicates?

Any potential duplicates?



FUNDAMENTAL CONCEPT IN RELATIONAL 
DATABASES: 

PRIMARY KEY 
It is very important that the primary key is unique and 
unambiguous and remains so even when new, yet 
unseen, data is added to a table.

Repetition in a primary key is ruled out theoretically 
and also not desirable in practical terms.

Often considerable effort is involved in the choosing, or 
creation, of a primary key



Examples of  good primary keys
• PPS numbers or equivalent (unique within a country)

• Student IDs, Staff IDs (unique within an organisation)

• Bank account numbers (unique within a bank)

• Hospital chart numbers (unique within a hospital)

• Car registration numbers (unique within a country/region)

Others?

• Mobile phone numbers?

• Email addresses?

• Usernames?



CHOOSING A PRIMARY KEY? (1 OF 2)

In general want the simplest primary key possible:

Not too long if possible – but length dependent on 
number of keys potentially required
Chosen from existing attributes rather than having to 
add new one if possible
Not too many attributes, one is best if possible
Not too complex a data type, e.g. integers are easiest!



CHOOSING A PRIMARY KEY? (2 OF 2)

• Some existing attribute may be unique and can be 
chosen
• Some combination of existing attributes may be unique 
(in combination) and can be chosen (if not too many and 
if not too complex)
• Some new (“artificial”) attribute can be picked and 
added (e.g., autonumber datatype).



TABLE 1: Suitable primary key for 
addressbook table?



TABLE 2: Suitable primary key for 
appointments table?



RECALL: DATABASE DEFINITION

One or more tables

 where a table is an ordered collection of 
records

where a record consists of data



ONE OR MORE TABLES?

A relational database could consist of just one 
large table

For many purposes, this would be impractical and 
inefficient and would be difficult to update (i.e., 
add, modify or delete tuples or data).

The table would contain a great deal of 
redundancy



DEFINITION: Redundancy

Unnecessary duplication of data in a table as a 
result of data not being split into multiple tables
Duplication: 
 If an attribute in a database has two identical 
values
Data may be duplicated without being 
redundant
Data is duplicated rather than redundant if 
when deleting or restructuring data in to multiple 
tables, information is lost



CONSEQUENCES OF REDUNDANCY

• Space is wasted

• Data can become inconsistent (data integrity is 
lost)

• Problems with update, insert and delete 
operations



Redundancy in appointments table?



NORMALISATION

All tables in a relational database must satisfy 
certain desirable properties
A hierarchy of “normal forms” exist that impose 
increasing restrictions on tables
These normal forms use “functional dependencies”
These normal forms are called:
1st, 2nd and 3rd normal forms
Boyce-Codd (BCNF) normal form
4th and 5th normal forms



FUNCTIONAL DEPENDENCY

An attribute Y is functionally dependent on X, if 
knowing X can uniquely determine Y

e.g., if Y = name and X = studentID …. 

The attribute name is functionally dependent on 
the attribute studentID as knowing a studentID can 
uniquely determine a name

Note: the reverse is not true.



Functional dependencies present in 
appointments table?:



REMOVING/REDUCING REDUNDANCY

Split data in to multiple tables according to 
functional dependencies

Important:

• No information should be lost

• Some attributes may exist more than once across 
multiple tables and this allows tables to be linked
and cross-referenced (can be considered 
necessary duplication of data)



A better ordering of  attributes appointments 
table? 
(Using multiple tables)



TABLE 3: School table

Choose an appropriate primary key (if possible)

Identify any redundancy in the table

Identify any functional dependencies (based on your 
knowledge of the domain)

Suggest a better ordering of attributes than that given 
(potentially in multiple tables)





DATABASE LANGUAGES
The programming language for Relational Databases is 
called SQL - Structured Query Language

SQL is a standardised Query language across all 
relational DBMS (with some minor variations):
First version SQL-89
SQL-92 (SQL-2)
SQL-99 (SQL-3)
Recent standards include XML-related features

Standardised byAmerican National Standards Institute 
(ANSI) and International Standards Organization (ISO) 



SQL

• SQL is a declarative language
• It allows you specify the results you require … not the 
order of the operations to retrieve those results
• In comparison, C, C++, Java, Python are considered 
Imperative Languages … which facilitate computation 
by means of state changes, e.g., can specify

int a;
a = 3;



SQL

Allows for specification of queries

Queries represent information needs

Queries can be run to produce results

Result might be:
 Output to user
 Modification of Data in Database 
 CRUD operations: Create Read Update Delete



Read using SQL SELECT statement

Most important and often-used query is that of 
selecting tuples from a table (or multiple tables) 
that satisfy some condition

SELECT statement allows this

General format is:
SELECT [DISTINCT] <attribute list>

FROM <table list>

WHERE <condition>



SUMMARY (PART 1)

•A database stores data in a structured format – having named 
columns (attributes) and their associated data type

•A primary key is a special attribute that has a unique value for each 
row of data entered to the table

•A database can have many tables

•Redundant data is often removed/reduced by considering functional 
dependencies and creating new tables

•A special programming language called SQL is used with relational 
database systems (and many other database systems use a language 
similar to SQL)

•We will cover SQL next week



DATABASE SYSTEMS: SQL
CT102: 
Information 
Systems



DATABASE LANGUAGES
The programming language for Relational Databases is 
called SQL - Structured Query Language

SQL is a standardised Query language across all 
relational DBMS (with some minor variations):
First version SQL-89
SQL-92 (SQL-2)
SQL-99 (SQL-3)
Recent standards include XML-related features

Standardised byAmerican National Standards Institute 
(ANSI) and International Standards Organization (ISO) 



SQL

• SQL is a declarative language
• It allows you specify the results you require … not the 
order of the operations to retrieve those results
• In comparison, C, C++, Java, Python are considered 
Imperative Languages … which facilitate computation 
by means of state changes, e.g., can specify

int a;
a = 3;



SQL

Allows for specification of queries

Queries represent information needs

Queries can be run to produce results

Result might be:
 Output to user
 Modification of Data in Database 
 CRUD operations: Create Read Update Delete



Read using SQL SELECT statement

Most important and often-used query is that of 
selecting tuples from a table (or multiple tables) 
that satisfy some condition

SELECT statement allows this

General format is:
SELECT [DISTINCT] <attribute list>

FROM <table list>

WHERE <condition>



Examples using addressbook table

1 Using the original table 1, write a query to find the 
names and mobile phone numbers of all people in 
Galway.

SELECT FullName, MobPh

FROM AddressBook

WHERE county = ‘Galway’;



2 Using the original table 1, write a query to find the 
name of the person with mobile phone number 
087123456

SELECT

FROM

WHERE



Example using the appointments table
3 Using the appointments table, write a query to 
find the names and date of all appointments for 
the consultant “Dr Garvey”

SELECT

FROM

WHERE



QUERYING ACROSS MULTIPLE TABLES
• A number of different approaches can be used if 

query needs to select data from multiple tables.
• The query becomes more complex. One approach 

is use two queries – an outer and a sub-query.
• If the subquery returns a single number then can 

connect the two with a simple mathematical 
operator such as =, !=, >, <, etc.

• If the subquery returns a single string then can 
connect the two with a string comparison using an  
operator such as =, !=



EXAMPLE 4:

Assume you are given the following three tables:
patient(pID, pName, BirthYear)

counsultant(cID, cName, room, 
speciality)

appointments(ID, pID, cID, AptDate)

Find what room Ali Byrne should attend for the 
appointment on ‘23/11/2021’



patient(pid, pname, birthyear)
counsultant(cid, cname, room, speciality)
appointments(id, pid, cid, aptdate)

SELECT room

FROM consultant

WHERE cID IN

(SELECT cID

FROM appointment

WHERE AptDate = #23/11/2021# AND pID =

(SELECT pID

FROM patient

WHERE pName = 'Ali Byrne’)

);



What does the query look like using 
the original appointments table?

SELECT  room

FROM appointments

WHERE AptDate = #23/11/2021# 

AND pName = 'Ali Byrne';



EXAMPLE 5: USING SCHOOL TABLE
Using the school table, write a query to find the 
names of all students with an “A” grade in 
Mathematics

SELECT
FROM
WHERE



USING AGGREGATE FUNCTIONS

SQL supports a number of aggregate functions 
which can be used in the SELECT clause

Examples include:

SUM, AVG, MIN, MAX applied to numeric fields

COUNT returns the number of tuples/values 
specified in a query



EXAMPLE 6

Using the school table, write a query to find how many 
people received an “A” grade across all subjects

SELECT COUNT(Sname)
FROM
WHERE



EXAMPLE 7

Using the appointments table (and using a subquery) 
write a query to find the youngest person who has an 
appointment

SELECT PatientName
FROM appointments
WHERE BirthYear =   

(SELECT
FROM                    );



EXAMPLE 8: 
LOOKING AT 2 NEW TABLES:

employees(employeeNumber, lastName, firstName, 
extension, email, officeCode, reportsTo, jobTitle)

offices(officeCode, city, phone, addressLine1, 
addressLine2, state, country, postalCode, territory)



LOOKING AT THE DATA TYPES
employees(employeeNumber, lastName, firstName, extension, 
email, officeCode, reportsTo, jobTitle)

offices(officeCode, city, phone, addressLine1, addressLine2, 
state, country, postalCode, territory)



EXAMPLE 8 QUESTIONS: Write SELECT 
statements to find the following answers:

8.1 Find all the countries where there are offices.

8.2 Find all the employees (their names) with job Title 
“Sales Rep”.

8.3 Find the cities in country “USA” where there are 
offices.

8.4 Find the email address of employee “Julie 
Firrelli”.

8.5 Find the postcode of the Paris office.



INSERT STATEMENT

The INSERT statement allows data to be inserted 
as part of a query (rather than via the graphical 
user interface (GUI))

General format is:

INSERT INTO table (<attribute list> )

VALUES (<value list>);



EXAMPLE 9

Add a new tuple to the AddressBook table for 
name ‘Ann Lawlor’ and house number (HseNum) 12

INSERT INTO AddressBook

(FullName, HseNum)

VALUES      ('Ann Lawlor', 12 );

Note: If primary key exists, must specify it for any 
insertion



UPDATE

Can modify one or more records 

General format is:

UPDATE table

SET    <attribute name> = <some value>

WHERE  <condition>;



EXAMPLE 10

Update the house number of Peter Smith in the 
AddressBook Table to 90

UPDATE AddressBook
SET    HseNum = 90
WHERE  FullName = ‘Peter Smith’;



DELETE

The DELETE statement does not remove the table 
structure (e.g. attributes), only the data in the 
tables

General format:

DELETE *

FROM table

WHERE condition;



EXAMPLE 11

Delete appointment number 8 from the table 
appointments:

DELETE *

FROM   appointments

WHERE  id = 8;



YOU TRY … 
Example 12: for school table

Using INSERT, insert a new tuple into the school table 
for student “R. Sandip” with ID 181111 and Code 
GY350 and modCode ‘CT441’

INSERT INTO

VALUES



EXAMPLE 13: 
again with school table: 

Using UPDATE, change the grade for student with ID 
21112 and modcode MA160 from “B” to “A”

Note: Boolean AND is written “AND” in SQL
UPDATE 
SET    
WHERE



Example 14 with school table

Using DELETE, delete student “A. Alabbad”, with ID 
20343

DELETE

FROM

WHERE



DATABASE SYSTEM SUMMARY
A database is a set of tables, where a table is an ordered 
collection of records, where a record consists of a primary key 
and data.

A database requires some data access method in order to query 
and modify data

Important terms: table, attribute, tuple, instance, primary key

Redundancy and idea of functional dependencies

SQL SELECT statement on 1 table only

SQL INSERT, UDPATE, DELETE on 1 table only



TOPIC: 
RECOMMENDER SYSTEMS

CT102
Information 
Systems



DEFINITION:
RECOMMENDER SYSTEM

A recommender system provides suggestions for items to 
a user to support decision-making processes, such as:
what items to buy: computers, phones, cameras, appliances, cars, 
etc.
what music to listen to or what videos to watch
what books or news articles to read
what films to watch
where to stay; where to eat
who to connect to or link to
Generally the systems use the idea of preferences and/or ratings
to make recommendations or use the existing social links between 
people.

N.B.



PREFERENCES AND RATINGS
Preference: a greater liking for one alternative (or 
thing) over another or other thing (Oxford English 
Dictionary), e.g. choosing to watch on particular video 
over others in a list

Rating: a measurement of how good or liked something 
or someone is, e.g. likes, stars, actual rating value.



Characteristics of  
preferences and ratings

Preference data and rating data is viewed as an 
indicator of user’s likes and tastes

Can be gathered implicitly or explicitly

Explicitly gathered using some meaningful icon (heart, 
thumbs up, stars, number, etc.) 

Implicitly gathered based on a person’s actions 
(viewing, listening, etc.) 

N.B.



WHAT DO WE MEAN BY IMPLICIT AND 
EXPLICIT PREFERENCE?

Preference questions: 
Do I like the film “Dune”
Would I like the film 
“Dune”
Do I like the book “Dune”
Explicit Preference: ?
Implicit Preference: ? 



EXPLICIT RATINGS AND PREFERENCES
System will ask user to explicitly indicate “like” or “rate” 
or to give a value for one or more items.

Usually a numeric representation of the rating is stored if 
this is not directly provided by a person (i.e. a heart or 
star is stored as a number)

N.B.



IMPLICIT RATINGS AND PREFERENCES

Try infer user’s rating (opinion) based on actions taken by the 
user.
e.g., 
 Watching video and sharing videos
 Number of times listening to a mp3 and/or adding it to 

play list
 Posting a comment or liking something
 Purchasing something
 Time spent reading an item
 Following a new account or user

Usually numeric representations of preferences are stored and 
these may be weighted to indicate importance and/or time

N.B.



SCORES
Usually in a range:
 Binary: 0, 1 (0 dislike; 1 like)

 -1, 0, 1 (-1 dislike; 0 neutral; 1 like)

 1, 2, 3, 4, 5 (1 strong dislike; 5 strong like)

 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 (1 strong dislike; 10 strong 
like)

Notes:
o Larger scales don’t necessarily give better indicator of a 

person’s likes and tastes
o People tend to user different “portions” of the scale
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Numeric rating and preference data can be 
viewed as a matrix … 



PREFERENCES VS RATINGS VS REVIEWS?
Often a combination or all types of feedback are used
 Reviews have content (test) and may be more nuanced and 

require different techniques to process which may not be 
directly used for recommendation.

 Nowadays the idea of preferences and ratings are often 
combined 

 Implicit ratings and preferences are generally more “noisy” 
than explicit ratings and preferences but are easier to 
obtain, i.e. are a by-product of using a particular app and 
require no extra effort by a person.

 We often don’t bother giving explicit ratings and reviews 
when asked (e.g., after purchasing a product)



MAIN DATA USED IN RECOMMENDATION 
SYSTEMS

o Unique ID for each users 

o Unique ID for each items (whatever that might be, 
song, album, book, video, etc.)

o Ratings/Preference numbers (aggregated) for users 
for items

o Content of items (generally represented by text 
even if the item is non-text, e.g. video, music, etc.)

o Content associated with user (textual list of 
preferences, mood, location, age – provided by user 
or gathered by system based on implicit actions)

N.B.



PROFILES 
(USER AND ITEM CHARACTERISTICS)

oThe textual data associated with a user as well as the 
ratings and preference scores of a user for a set of items 
can be seen as representing the user profile and is unique 
for each user.

o The textual data associated with items, and the 
preference and rating scores an item receives from a set 
of users can be seen as representing the item profile and 
is unique for each item.

N.B.



PROFILES
Can be stored in a database (structured) or free-form 
(unstructured text)
For example:

•For videos could store the video details, creator details, captions, 
hashtags, tune used, etc.

•For music, could store artist details, band details, genre, year, etc.
•For books, could store title, author, genre, abstract or summary, etc.

It is important to maintain the history of what a person has 
already ‘consumed’ as do not want to recommend something the 
person has already seen/liked/interacted with.



USING THIS DATA?

Can be used for personalised and non-
personalised recommendations

WHAT APPROACHES ARE USED?
oDatabase

oStatistical (correlation)

oMatrix factorization

oMachine Learning 



NON-PERSONALISED  
RECOMMENDATIONS

• Lists of items which can be generated for everyone. 

• Often based on popularity, newness and velocity.

•Popularity: number of views, shares, likes, hashtag use, 
etc.

•Newness: recent content generally ranked higher.

•Velocity: The rate of the popularity growth (e.g., over 
minutes, hours, days).

• People often want to see/hear/know about what 
everyone else is talking about.

•Also useful for new users who have not given any 
indication of preferences yet and to offer diversity to 
users (something different to their personalised 
recommendations)

N.B.



IMPLEMENTATION
Very easy to implement and update.

Keep an ordered list of the content IDs 
based on the weighting of popularity + 
newness + velocity

The popular measure should be a strong 
indicator such as views, plays, likes, hashtags, 
etc.

These lists might be kept for different genres 
and displayed per genre, as well as the 
overall most popular across all genres being 
displayed for everyone.

N.B.



PERSONALISED RECOMMENDATIONS

Use User profile and Item profile information as an 
indicator of user’s likes/tastes/preferences.

Recommendation task can be stated as: for some active
user A recommend items not yet liked/seen by user A
based on:

I. the preferences of user A (Content-based 
recommendation).

II. the preferences of other users with whom user A shares 
some preferences in common (Collaborative-based 
recommendation).

N.B.



i) The preferences of  a user:
Content-based recommendation

Content-based recommendation recommends items based 
on items users have indicated a preference for in the past 
where the similarity between items is based on the content
of those items.

The recommendation process therefore consists in matching 
the attributes of the user profile against the attributes of a 
content object.

N.B.



More on Attributes
•The attributes used are dependent on the domain and ideally 
are well-defined (structured/using tags) so that meaningful 
matching can be performed using a query language.

i.e., so that a preference indicator can be associated with a 
genre, year, style, playlist, age category, creator name, etc.
• In the absence of the attributes being well defined (e.g., 
description) the main descriptive terms from the content are 
associated with the user profile and a more generic matching 
approach is used.

• In both cases, a higher weighting would be given to more 
recent preference indicators.

•Larger apps, like YouTube, Netflix, Amazon, etc., would use a 
combination of approaches.



CONTENT BASED RECOMMENDATION 
APPROACHES

1. Database approach (Relational or Semantic Web).

2. Can represent attributes as weighted terms in vectors 
and use Euclidean dot product to get recommendations.

3. Machine learning approaches (particularly deep 
learning approaches).

Going from simple and quick matching to more complex 
and time intensive matching

N.B.



EXAMPLE:
USING THE VECTOR APPROACH
(Taken from: buildingrecommenders.wordpress.com)

Given: the titles of six books 
and binary user preference 
data (based on ratings or 
purchases)
Assume: the active user A has 
already purchased the book 
“Introduction to Recommender 
Systems” and this is stored as 
positive indicator of the user’s 
preferences for the book
Task: use a content approach, 
with only titles available, to find 
which of the other 5 books user 
A should be recommended

N.B.



CONTENT BASED APPROACH

oAssume we only have book titles 
available to use (attribute = title)

oIn this scenario, a vector based 
approach and Euclidean dot product 
would work best where:

oQuery is title of book user A has 
indicated a preference for (“Introduction 
to Recommender Systems”)

oThis will be compared to all other books 
to find those most similar.



STEPS:

o Remove stop words from each title (to, and, the)

oAs typically book titles (or other titles) will not have repeated 
words the weighting used will be Boolean (1 = present, 0 = 
absent).

oRepresent each word in a vector with respect to the weighting.

oStart calculating similarity.

N.B.



VECTOR REPRESENTATION 
OF BOOKS



SIMILARITY:

<1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0>

<0, 1, 1, 0, 0, 0, 1, 1, 0, 0, 0>

= 0.58 N.B.



SIMILARITY:

<1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0>

<0, 1, 1, 0, 0, 0, 0, 0, 0, 1, 0>

= 0.67
N.B.



USING COSINE SIMILARITY TO FIND SIMILARITY 
OF BOOKS TO ACTIVE USER’S BOOK:

Similarity of all books to “Introduction to 
Recommender Systems”:



CAN PRE-CALCULATE THE SIMILARITY OF ALL 
BOOKS TO EACH OTHER:

N.B.



HOW WOULD THIS WORK MORE 
GENERALLY? 

This would be a good general approach for free-text 
(unstructured) attributes such as “description”.

In reality, for books other than academic books, attributes 
such as genre and author would be more useful for 
matching and would be much easier to implement with a 
database approach.

It is important to note though that for either approach the 
similarity of items to each other can be pre-calculated thus 
when/if a user indicates a preference for an item those 
items which are similar can be retrieved very, very quickly.



ADVANTAGES AND DISADVANTAGES OF 
CONTENT BASED APPROACH

o No cold start problem (don’t need many past user or item preferences)

o No popularity bias – can recommend rare items as long as they match the 
content of an item the user has indicated a preference for.

o Attributes can be weighted to keep user profiles current and fresh.

o Can provide an explanation of the recommendation (“because you watched 
this … “)

o Item content (attributes) need to be machine readable and meaningful (e.g., 
genres, authors, text title, abstract text, etc.)

o “Stereotyping” possible – only get items similar to what you have already 
liked.

o Serendipity difficult – small chance of getting something unexpected or 
outside of your “filter bubble” (but un-personalised recommendations can help 
here)

N.B.



Content based approaches are good at Exploitation- items similar 
to those for which the user has already expressed a preference 
are recommended … but the approaches are not as good at 
Exploration - items with no content in common with what the user 
has previously indicated a preference for will not be 
recommended.

SUMMARY OF THESE STRENGTHS AND WEAKNESSES 
FROM A RECOMMENDATION PERSPECTIVE … 



Approach (ii) …. the preferences of  other 
users with whom user A shares some 
preferences in common 
Collaborative-based recommendation

Does not use any content data.

Based on the intuition that “user preferences are correlated”.

Tries to mimic “word of mouth” recommendation that often 
happens between people.

Uses user preference data to form similarity between users and 
between  items.

N.B.



Movie #

1

2

3

4

5

6

Ken

1

5

2

4

Lee

4

2

5

1

2

Meg

2

4

3

5

Nan

2

4

5

1

Sample Goals:

Which users have similar tastes?

Find whether Ken is interested in 
(likes) movie 6

Will Nan like movie 6?

EXAMPLE
Adapted from one of the earliest papers on 
collaborative filtering by Resnick et al., 1994

Given: Ratings by 4 users for 6 movies (where movies are represented by 
IDs). Ratings are in the range 1-5 (1=“strong dislike”; 5 = “strong like”)



ADVANTAGES OVER CONTENT FILTERING:

o Support for recommendation of items where content 
cannot be analysed easily in an automated manner

o Ability to take issues of taste into account that may be 
difficult to represent with the content-based approach

o Serendipitous recommendations possible – can 
recommend items without the user needing to have 
seen items similar to the item previously or without the 
user needing to state an explicit preference for that 
type of item (e.g. genre of music, etc.)

N.B.



APPLICATIONS
o The approach has been successful in a number 

of domains …. 
o Especially when a person can easily consume content 

(e.g. Netflix, Amazon Prime, Spotify etc.) but may not 
want to invest time and effort in explicitly specifying 
their preferences.

o Most well-known examples involve recommending 
music, videos, books, streaming, e-commerce and social 
media domains. 

o Often combined with other approaches (content and 
popularity) as they compliment each other in terms of 
what they each offer.



MAIN DATA USED IN COLLABORATIVE 
FILTERING APPROACH:

o Users (represented by an ID)

o Items (represented by an ID)

o Ratings/Preference scores of users for items

N.B.



MATRIX DATA REPRESENTATION

In this example, 
Values are in the range [1-5]
0 indicates no value
Rows represent users
Columns represent items
Generally, unless storing a very 
small amount of data, would not 
store in this format (would only 
store non-zero data)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 3 3

0 0 4 3 5 0 3 4 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0

0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 4 0 5 0 0 0 0 0 0 0 0 2 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 

0 0 4 3 4 0 0 0 0 0 4 4 0 0 0 0 0

4 0 0 2 5 0 0 0 4 3 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



FEATURES OF THE DATA
Typically, as can be seen from the matrix representation, 
there are many 0 entries.

This is referred to as matrix sparsity ….  i.e., there are many 
items for which we do not have a value (no preference or 
rating from the user).

For many real sets of data on average only 1% of items will 
having rating/preference scores.

This makes sense given the number of items which exist but it 
can make it difficult to find similar items and users if there is 
no “overlap” between user/item preferences.

N.B.



STORAGE OF SAMPLE DATA
Usually stored as a triple:
userID, itemID, rating
e.g., 
196, 242, 3
186, 302, 3
22, 377, 1
244, 51, 2
166, 346, 1
298, 474, 4
115, 265, 2
253, 465, 5

N.B.



COLLABORATIVE FILTERING APPROACHES
• Numerous approaches have been researched and tested.

• Modern approaches often use some form of machine 
learning technique.

• A common technique which is easy to understand is a 
statistical user-user or item-item correlation, neighbour-based 
approach which finds groups of similar users or similar items.

• For practical applications, it is more useful to find and store 
similar items.



STEPS IN A PEARSON CORRELATION 
NEIGHBOUR-BASED APPROACH

1. Calculate user-user or item-item similarity:  Find how 
similar each user/item is to every other user/item. 
Many approaches possible – mostly using maths 
techniques, IR techniques (vector similarity) or machine 
learning techniques. We will look at a popular and 
simple approach using the Pearson correlation formula.

2. Select Neighbourhood: Form groups or neighbourhoods 
of users/items who are similar based on the calculations in 
part 1.

3. Generate Recommendation: In each group, can make 
recommendations based on other similar users/items

N.B.



where for m items:
ra, i is rating of user a for item i
ra is the average rating given by user a
ru, i is rating of user u for item i
ru is the average rating given by user u
Notes: The result is in the range[-1 ,1 ]. 
The correlation can be computed only if there are common items 
rated by both the users

PEARSON CORRELATION: Weighted average 
of  deviations from the neighbours' mean is 
calculated

N.B.



NOTE: 

Alternative formulae also exist:

* However the previous version is easier to 
remember as it looks more similar to the cosine 
similarity formula



2. SELECT NEIGHBOURHOOD:

Some approaches:

Correlation thresholding: where all users with similarity 
above a certain threshold are selected. Threshold usually: 

0 if only want to look at positive correlations

Usually slightly over 0, e.g. 0.1

Best-N correlations: where the n neighbours who have the 
highest similarity are chosen

N.B.



SIZE OF NEIGHBOURHOOD?

Is there a best number of neighbours to pick?

If a large number of neighbours are picked:

o Potentially get low precision predictions

If a small number of neighbours are picked?

o Potentially get few or no predictions



3. GENERATE RECOMMENDATION:

For some user (the active user):

o make recommendations based on what the neighbours 
have rated but the active user has not rated

o often the weighted average of neighbor’s ratings are 
used
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ra is the average rating given by active user a
ru, i is rating of user u for item i
ru is the average rating given by neighbour u
wa, u is the similarity between user u and a

3. GENERATE RECOMMENDATION: To give a 
prediction, P, for an item i for an active user a use weighted 
average approach:

N.B.



EXAMPLE 1 AGAIN

Task:

Find recommendation for 
movie 6 for Ken

Movie#

1

2

3

4

5

6

Ken

1

5

2

4

?

Lee

4

2

5

1

2

Meg

2

4

3

5

Nan

2

4

5

1

N.B.



STEPS:

1. Use a Pearson Correlation approach to find 
similar users

2. Include all users with positive correlations as 
neighbours (similarity > 0)

3. Use a weighted average approach for 
recommendation

N.B.



1. FINDING SIMILAR USERS
First calculate averages for each person

Movie#

1

2

3

4

5

6

Ken

1

5

2

4

?

Lee

4

2

5

1

2

Meg

2

4

3

5

Nan

2

4

5

1

Avg(Ken) = (1+5+2+4)/4 = 3

Avg(Lee) = (4+2+5+1+2)/5 = 2.8

Avg(Meg) = (2+4+3+5)/4 = 3.5

Avg(Nan) = (2+4+5+1)/4 = 3



1. FINDING SIMILAR USERS
Now find correlations

Movie#

1

2

3

4

5

6

Ken

1

5

2

4

?

Lee

4

2

5

1

2

Meg

2

4

3

5

Nan

2

4

5

1

Avg(Ken) = 3
Avg(Lee) = 2.8
Avg(Meg) = 3.5
Avg(Nan) = 3

corr(Ken, Lee) :
Top Line: 

Ken denominator:

Lee denominator:

corr(Ken, Lee) = -0.79



PEARSON CORRELATION SIMILARITIES

Ken Lee Meg Nan

Ken -0.79 0.89 0

Lee -0.79 -0.95 0.59

Meg 0.89 -0.95 0.89

Nan 0 0.59 0.89

N.B.
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3. GENERATE RECOMMENDATION:

• What we want to know is if this value is <= 3 or > 3
• It will only be recommended if it is > 3

• Pken, movie6 =

N.B.

• Pken, movie6 = 4.5



CONSIDER USING AN ITEM-ITEM 
NEIGHBOUR BASED APPROACH

e.g. Calculate the similarity of movies 2 and 6 using the Pearson 
correlation formula

avg of movie 2 = 3.75; avg of movie 6 = 3.5

Movie 2 ratings: 5, 2, 4, 4

Movie 6 ratings: 0, 2, 5, 0
N.B.



EXAMPLE 2
We are given the following information about 4 users and we wish to 
make a recommendation for the movie “Black Widow” for Sam who has 
an average rating of 4:

Joe has rated “Black Widow” 4 and has an average rating of 3.5

Ana has rated “Black Widow” 5 and has an average rating of 3

Ali has rated “Black Widow” 4 and has an average rating of 4.5

The correlations between the users have been calculated as follows:

corr(Sam, Joe) = .79

corr(Sam, Ana) = .57

corr(Sam, Ali) = 0

N.B.



HYBRID RECOMMENDER APPROACHES
o Combines more than one approach to make 
recommendations.

o Approaches combined depend on the data that is available.

o Usually combine popularity, collaborative and content 
approaches – where each approach can outweigh the 
disadvantages of the other.

o Recent approaches are integrating data from LOD such as 
DBpedia and MusicBrainz.org etc.



NETFLIX incorporated one of the earliest successful 
recommendation systems and is now just one of many streaming 
apps which offer different types of recommendations in order 
to maintain and grow its customer base. Multiple profiles can 
exist and profiles are augmented each time a new film or 
series is watched.
These recommendations can be based on:
o Popularity/trending, e.g., number of views.
o Similarity to other films, series that have already been viewed 
by a user.
o User similarity and item similarity based on people who have 
watched them.



TikTok uses personalised recommendation techniques for the 
#ForYou feed feature based on each user’s interactions with the 
content viewed.

Initially users are asked to provide explicit indicators of their 
preferences – i.e., categories or genre of content they are 
interested in, fashion, sport, cooking, etc. 

Once a user starts viewing videos and comments, shares or replays 
a video this is seen as a positive indicator of the user’s preferences 
and is used to display similar content to the user.

The better TikTok’s recommendation algorithm is, the longer people 
will stay on the app, and the more likely they are to return sooner 
to see new content.



•Instagram feeds provide personalised content to users based on the 
user’s interaction with previous content on Instagram.

•Machine learning techniques are used to generate recommendations 
based on: 
• User preferences.
• Recent content (based on time)  and thus it is more likely you won’t have seen 
this content – especially it has been uploaded since you last checked 
Instagram.

• Social: Number of accounts user follows and the accounts that the user 
interacts most with.

• Frequency and usage: How often you open the app and how long you stay 
on the app so that you get fresh, relevant content every time (easier if you 
only check once a day versus once an hour!)



•YouTube provides a personalised “Suggested Videos” feature 
as well as automatically playing videos when you have finished 
watching the current video. Also offers “Trending” page for 
popular (non-personalised) suggestions.

•The main data used for recommendation is:
• Title, description, and keywords of videos.
• User Preference or Engagement measure (watch time, likes, 
comments, etc.) when they watch videos.

• Since 2016 YouTube has been using machine learning techniques 
(deep learning) for its recommendations.



SUMMARY

Filtering and Recommendation are a large area of 
research and a huge application area on the web in 
particular with most systems offering some form of 
recommendation.

Many approaches used using different data - content, 
rating - statistical and machine learning – we concentrate 
on one approach – a nearest neighbour approach.

In general, amounts of data collected and used are huge.



WHAT’S IMPORTANT TO KNOW

•difference between implicit and explicit ratings

• difference between non-personalised and personalised 
recommendations

• difference between content-based and collaborative-
based recommendations - what data they use and how 
they differ in what they can recommend

• how a content-based approach (using vectors and 
Euclidean dot product) works

• how a collaborative-based approach (using Pearson 
correlation and weighted average) works



INTRODUCTION TO
DATA COMPRESSION

CT102: 
Information 
Systems



COMPRESSION

Reduces the space a file or 
message occupies

Specifically:
encoding information using 
fewer bits than the original 
representation



WHY?

To save space when storing
To save time/bandwidth when transmitting
Still needed? ……
Moore’s law:
Number of transistors on a chip doubles every 18-24 
months … 

Parkinson's Law:
Data expands to fill the space available for 
storage/transmission



HOW?

Many techniques are based on the fact that most 
files have redundancy.  Examples:
Text: ths sntnc cn b rd rthr qckly by mst ppl

◦ Images: large areas of same colour

◦ Videos: frames that are very 
similar to last



SOME EXAMPLES …. 
Data: Gzip, Boa, Pkzip, Brotli

Images:
 .gif (graphics interchange format). Lossless
 .jpg (joint photographic experts group). Lossy. Full-colour 
or gray-scale digital images of "natural", real-world 
scenes
 .png … gif like … not as common as gif or jpeg

Sound: MP3

Video: MPEG, DivX, HDTV



TWO COMPONENTS: 
Encoding and Decoding
Goal:
The encoded message (compressed 
representation of the message) has fewer bits 
than the original message
The decoded message is the same, or 
approximately the same as the original message

message
encoding compressed

representation 
of message

decoding
message



A FREE LUNCH? …. NO!

To be used must undergo the opposite process of 
decompression

An example of a space-time complexity trade-off 
(common in computing):
 i.e., storage and transmission time gains versus 
execution (CPU) time for encoding and decoding



HIGH LEVEL CATEGORISATION OF 
COMPRESSION ALGORITHMS

o Lossy

o Lossless

o Hybrid



Loose some information … in general not noticeable 
to human eye.

Cannot be used for text files or images that need to 
be closely analysed (e.g., medical images).

LOSSY COMPRESSION ALGORITHMS



LOSSLESS COMPRESSION ALGORITHMS

No loss of information

Can be used for text files and any image files 
that need to be closely analysed 



Is there a lossless algorithm that can 
compress all file types?

No …. need to assume some bias in the data (message) 
and exploit this bias to reduce the size of the file



QUALITY OF COMPRESSION APPROACHES
Lossless:

Time taken to encode

Time taken to decode (e.g., when streaming)

Compression ratio, e.g., 3.5MB Vs 50MB for mp3 song

Generality 

Lossy:

Same as lossless but also need to judge how good the 
reconstructed message is



CODING

A message or file consists of symbols

A code assigns or maps codewords to source symbols

Common examples:
Morse code (dots, dashes and spaces)
ASCII code (1s and 0s, length 7)
Barcodes (thin and thick vertical lines)
Telephone codes



SAMPLE CODING: 
RUN LENGTH ENCODING (RLE)
o Uses the fact that in certain sorts of files we often 
get a sequence of repeated symbols

o Encodes a run of symbols as {symbol, count} by 
counting a “run” of the same character and storing 
the symbol along with the count

o Unlikely to occur in text files but common in many 
image and video files and binary files (sequences of 
1s and Os) 



..........................................................11....................................................................

................................................111111111...111.....11...........................................................

...........................................11111111111111111111111...1111....11.................................................

........................................11111........1111111111111111111111...11111...............................................

....................................1111111...111111.......111111111111111111111111111111........................................

...............................11111111111111........1111111111111111111111111111111111111111111..................................

....111111..........111111111111111111111111111111111111111111111111111111111111111111111111111111111111..........................

..111....11111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111.......................

..11........11111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111....................

...111....1111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111.................

....111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111................

.....11111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111.........

....1111...............11111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111.........

....111................11............11.....11111111111111111111111111111111111111111111111111111111111111111111111111111111......

....11....1............1.............1........1................1111111111111111111111111111111111111111111111111111111111111111...

....1.....11..............1.....................1111111111111111111111111111111111111111111111111111111111111111111111111111111111

..........111.............11.....1111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111........

........11111111111111111111111111111111111111111111111111111111111111111111111111..................1111111111111111111111111111111111111...........

.......111111111111111111111111111111111111111111111111111................................................111111111111111111111111111111111.................................................11111111111111111111111111111

.........1111111111111111111111111111........................................................................1111111111111111111111111111111111.........................................11111111111111111111111111111111111111..............................

......................                          

.........11111111111..............................................................................................111111111111111111111111111111111..................................111111111111111111111111111111111111111111111111111111................. 

........11111.........................................................................................................111111111111111111111111111111111.......................1111111111111111111111111111111111111111111111111111111111111111111111
111........................................
.......111...............................................................................................................111111111111111111111111111111111...............1111111111111111111111111111111111111111111111111111111111111111111111111
1111111111111...................................
............................................................................................................................1111111111111111111111111111111111.........111111111111111111111111111111111111111111111111111111111111111111111111111
1111111111111111111.................................
...............................................................................................................................11111111111111111111111111111111111...1111111111111111111111111111111111111111111111111111111111111111111111111111
11111111111111111111111111..............
...................................................................................................................................11111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111
111111111111111111111111111111...............
.......................................................................................................................................11111111111111111111111111111111111111111111111111111111111111111111.................11111111111111111111111111111111
1111111111111111111111............
...........................................................................................................................................1111111111111111111111111111111111111111111111111111111........................................1111111111111111111111111111111
111111111111............
...............................................................................................................................................11111111111111111111111111111111111111111111........................................................11111111111111111111111111111111
11111............
...................................................................................................................................................111111111111111111111111111111111111.................................................................1111111111111111111111111111111111
11..........



RLE EXAMPLES

aaaaabbbbbbbbbccccc
Encoded as: {‘a’, 5},{‘b’, 9}, {‘c’, 5}

111111111110000000011111111111111
Encoded as ?

aabbbbbbbbbbeefffgggghhiii
Encoded as ?



For text, we normally work with
fixed length encoding

Fixed length encoding uses same number of bits for 
each symbol

For example, ASCII:

Char Decimal Code

a 97 1100001
b 98 1100010
c 99 1100011
d 100 1100100
etc



FOR EXAMPLE

Message M contains 
characters/symbols:

110001011000011100100

What is message? 
How many bits in message?

Char Decimal Code

a 97 1100001

b 98 1100010

c 99 1100011

d 100 1100100
etc



TRY USING A SHORTER CODE 
(still fixed length)

char code

a 000

b 001

c 010

d 011

And now same message again? 



HOW TO KNOW THE LENGTH REQUIRED?

If N = number of different symbols

Then lower(log2N) length code required

e.g., In genomic sequences have only 4 codons: a c t g

lower(log2 4) = 2

So 2 bit code sufficient:

Say, a = 00, c = 01, t = 10, g = 11



EXAMPLE:

If a = 00, c = 01, t = 10, g = 11
in a fixed length 2-bit code, decode the 
following:

0001100001001100101100

Note: 

The decoder (us in this case) need to know 
code



VARIABLE LENGTH CODING
Variable length coding uses different length codes for 
different symbols

Example 1: Given the following variable length code:
a = 1
b = 01
c = 101
d = 011

Is it possible to decode:

1011



PROBLEM?

Which is the correct decoding?

Solutions:

1. Add special stop/separator symbol

2. Choose code which can always be uniquely 
decoded by choosing codes where no code is a 
prefix of another



SAME EXAMPLE AGAIN (4 SYMBOLS) BUT WITH 
DIFFERENT CODE

a = 1 b = 01

c = 000 d = 001

Is any code a prefix of another?

Decode:
1001
1011
0001
0111



TEXT COMPRESSION

One approach to text compression uses 
probability distribution of the symbols in the 
message/file, i.e.,
More frequent symbols/words versus shorter 
symbols/words



LETTER FREQUENCY IN ENGLISH?

o Mostly calculated based on 
general human written text

o May be differences if:

• file was generated by 
computer (e.g. server logs) 

• file was created for a very 
specific context, e.g an essay 
on zebras or x-rays or qatar

from wikipedia



LETTER FREQUENCY IN ENGLISH?

In order of most frequent:

e t a o i n s h r d l u c m f w y p v b g k j q x z



How frequent is frequent?

The top-12 letters comprise about 80% of the 
total usage:

e t a o i n s h r d l u

The top-8 letters comprise about 65% of the total 
usage:

e t a o i n s h



LATIN LETTER FREQUENCY ACROSS SOME 
OTHER LANGUAGES

(http://en.wikipedia.org/wiki/Letter_frequency)



HUFFMAN CODING
oA lossless data compression technique

oProduces optimal prefix codes which are  generated from 
a set of probabilities (based on frequency of occurrence) by 
the Huffman Coding Algorithm

oGuarantees prefix property – that is, no code is a prefix of 
any other code.

oUsed as back-end of GZIP, JPEG, Brotli and many other 
utilities

oIf good letter probabilities are available - and not too 
costly to obtain - then Huffman coding is a good 
compression technique and can achieve an average of 2.23 
bits per symbol



OBTAINING LETTER PROBABILITIES?
1. Can use generic ones – derived for the language 
and domain:

e.g., English:
 e: 12.7
 t: 9.06
 a: 8.17
 o: 7.51
 i: 6.97

etc.

2. Can be the actual frequencies found in the text being 
compressed - this requires that a frequency table must 
be stored with the text (for decoding)



PREFIX CODE REPRESENTATION
The “trick” with Huffman coding is to represent the prefix 
codes using a binary tree where:
•each symbol is a leaf in the binary tree
• the code for each symbol is given by following a path from 
the root to the leaf and appending:
•0 for each left branch 
•1 for each right branch

Note: by convention LHS is given 0 and RHS is given 1 - as 
long as encoder and decoder use the same labelling it 
does not matter



DEFINITION: BINARY TREE

A Binary tree consists of a set 
of non-linear nodes such that 
there is:

o One distinctive root node

o All other nodes are 
arranged such that each 
parent node can have at 
most 2 “child” nodes (a left 
and a right sub-node)



BINARY TREES

•The nodes with no child nodes (or sub-nodes) are often 
called ‘leaf nodes’

•The lines connecting the nodes are often called branches

•Paths are generally taken from the root node to the leaf 
nodes. At each stage can potentially choose to go left or 
right at a node and “follow” the branch to the next node.



EXAMPLES: List the paths 
… list the nodes visited

From the root node (1) to: 
Node 8

Node 6

Node 5



CODE TREES 
(Weighted binary trees)
o Each leaf node represents a symbol

o Each branch has a “weight” associated with it (either 0 or 1)

o Left branches are weighted 0

o Right branches are weighted 1

o To find the code associated with the symbol: 
Start at root node and keep appending the weights 
from root to the symbol as you follow path from 
root to leaf node of interest

* This also gives the length of the code (the number of 
branches traversed).



EXAMPLE 1:

The code for symbol E is:

1111 (right,right,right,right)

List the codes for each of 
the other symbols:

A

B

C

D



EXAMPLE 2:

What length (number of 
branches) are the codes for 
the symbols in the given code 
tree?



HUFFMAN COMPRESSION ALGORITHM

Input: Symbols (letters) and their probabilities (frequencies)

1. Create a trivial tree (node) for each letter

2. Assign a weight to each node – initially, the weight of each node is 
the frequency of the letter associated with that node

3. Sort (order) trees by weight (a priority queue), smallest to largest. 

4. Decide on rule for ties: - will not affect code length but must be 
consistent with encoding/decoding stages. Our approach:
 If there is a tie with single node trees, order (alphabetically) by 

letter (symbol)
 If there is a tie otherwise, order by tree size (number of nodes in 

tree - smallest to largest)



5. while (more than one tree left in priority queue) 

{
merge the two trees at the start of the priority queue (those 
with smallest weights) to create a new tree such that:
 Root of tree has, as its weight, the summation of the 

weights of the sub-trees
 the tree at the top of the queue is a left sub-child of root; 

the next tree is a right sub-child of root
place new tree back in queue in correct place (in sorted order)

}

6. Label edges of final tree (left 0; right 1)

Output: Huffman code tree from which can read codes for each 
letter



EXAMPLES
3. Given the following letters and their frequency, 
construct a Huffman code tree:

t     a      e     h

10    5     15    3

4. Given the following message, find codes, using Huffman 
compression, for each unique letter in the message. 
Calculate frequencies of each letter from message:

this is mississippi



EXAMPLE 4: this is mississippi

Frequencies:

h m t p i s

1 1 1 2 6 6



HUFFMAN DECOMPRESSION ALGORITHM

Input: letters and their frequencies and sequence of binary codes

Approach: 

1. Build Huffman tree using exact same algorithm as was used for 
compression

2. For each encoded symbol, follow path from root node to leaf 
node, based on current number (1 or 0), until you reach symbol 
at leaf node.

Output: original message



EXAMPLE 5: 
Decompress the messages

Given the probabilities of the following 5 symbols:
 P(a) = 0.12
 P(b) = 0.4
 P(c) = 0.15
 P(d) = 0.08
 P(e) = 0.25

What are the words represented by the following Huffman 
codes?

01010

01011111110



Huffmann codes of  27 english symbols 
(includes -)



ARITHMETIC CODING

Arithmetic coding encodes a stream of symbols 
(rather than a single symbol) as a single floating 
point number, in the range from 0.0 to 1.0

Also an example of lossless data compression

Stream text encoding is more common now



ARITHMETIC CODING APPROACH

Input: message and symbols and their frequencies

General Approach: Work with intervals and sub-
intervals where each interval represents a 
proportion relative to the probability of the 
occurrence of the message

Output: real number in range [0, 1.0)



ASIDE: RANGES … 

[0, 1] : 1 and 0 included in range

[0, 0.5): 0 included in range; 0.5 not



ARITHMETIC ENCODING 
ALGORITHM

1. Begin with interval = [0.0, 1.0)

2. Get all symbols and their probabilities of 
occurrence

3. Order the symbols – smaller frequency first, 
alphabetically if of the same frequency

4. Place symbols from message in a queue, in the 
frequency order given from step 3



5. while symbols left in queue{
For current interval, divide the interval according to the 
probabilities of all symbols occurring and the order of 
these symbols (step 3), starting at lowest range of 
interval (e.g., 0.0)
Let current message symbol = symbol at top of queue
Find in which interval current message symbol lies, this 
becomes new interval and divide interval as before
Get next message symbol

}



EXAMPLE 6:
Inputs: 
 symbols are:  a  c  r
 Probabilities are: P(r) = 0.2, P(a) = 0.4, P(c) = 0.4
Message = car

Approach:
Order symbols according to probabilities first, alphabetically second:
 r  a  c

First iteration of loop:
 Assign each symbol to the an interval in range:
 r -> [0.0, 0.2)
 a-> [0.2, 0.6)
 c->[0.6, 1.0)
 First symbol of message is c, so new interval is  [0.6, 1.0)



MESSAGE: car
1st interval: 0.0 to 1.0

0.0

0.2

0.6

c

a

r

1.0



1st symbol = “c”
Interval with “c”: [0.6-1.0)

0.0

0.2

0.6

c

a

r

1.0



2nd symbol = “a”
Interval with “ca”: [0.68,0.84)

0.84

0.68

0.6

c

a

r

c

1.0
r: .2*.4 = 0.08
So cr interval is represented 
by: [0.6, 0.6+.08) = [0.6, 
0.68)
a: .4*.4 = 0.16
So ca interval is 
represented by:
[0.68, 0.68+0.16) = [0.68, 
0.84)



3nd symbol = “r”
Interval with “car” : [0.68,0.712)

0.712

0.68

c

a

r

ca

0.84

r: .2*.16 = 0.032
So car interval is 
represented by: [0.68 + 
.68+.032) = 
[0.68, 0.712)



PRACTICAL CONCERNS … 

The longer the text stream (sequences/message) encode 
the more precise the interval to encode it becomes but 
machines have finite precision.

The solution is to limit the length of strings encoded at any 
one time … so that strings of a certain length are 
encoded where the maximum length is determined by the 
precision available.



EXAMPLE 7:
Input: 
 symbols are:  A, B, C
probabilities are P(A) = 0.5, P(B) = 0.25, P(C) = 0.25
Message is CAB

First iteration of loop:
Assign each symbol to the an interval in range:
 B -> [0.0, 0.25)
 C-> [0.25, 0.5)
 A->[0.5, 1.0)

 First message symbol is C, so new interval is ??? 
 etc.



INTERVAL SENT?

In reality rather than transmit the interval (2 numbers), 
a real-valued number (or rather binary 
representation of if) is transmitted instead

With this approach, for decoding, the length of the 
string is needed also (fixed length can be used so that 
it only has to be transmitted once)
e.g., for interval [0.68, 0.712)

Some number around 0.71 can be transmitted, also 
knowing string is of length 3

What is 0.71… in binary?



ALGORITHM: DECODING

Input: binary number and symbol length 
(assuming symbols, their order and frequencies 

known)
General Approach: Get real number, follow the 

same approach as for encoding but at each 
stage consider next current digit to find correct 
interval

Stop when at sub-interval of the correct length
Output: symbols from message



EXAMPLE 8:

Inputs: 

Symbols are a, c, r
Symbols are ordered as: r  a  c based on the 
probabilities of: P(r) = 0.2, P(a) = 0.4, P(c) = 0.4
Compressed message is represented by binary
0.01 and all messages are of length 3 (3 symbols)
What is decompressed message?



SUMMARY: IMPORTANT TO KNOW
Compression: encoding and decoding

(Run Length Encoding)

Variable length and fixed length codes

Prefix Codes

Two text approaches based on letter frequencies:
Huffman Coding
Arithmetic Coding
Worked examples for encoding and decoding using both 
techniques



SOCIAL NETWORK
ANALYSIS

CT102: 
Information 
Systems



DEFINITION: SOCIAL NETWORK

Views social 
relationships between 
people in terms of a 
graph or network 



A SOCIAL NETWORK HAS … 
Nodes represent people/actors/entities. Often represented 
as points:
Data is associated with nodes
May be one mode (nodes are of the same type (e.g. 
people) or two mode (nodes represent two different things 
- e.g. people and items)

Edges or ties connect two nodes and represent the social 
relationships between the nodes (by a line):
May be different types of edges 
May have weight
Can be directed (with arrow) or undirected (when the 
connection means the same to both actors)



EXAMPLE

A social network 
diagram displaying 
friendship ties among 
a set of Facebook 
users.

(wikipedia)



SOCIAL NETWORK DATA REPRESENTATION

Two main approaches:

1. Adjacency Matrix (sociomatrix)

2. Edge List



ADJACENCY MATRIX

Equal number of rows and columns

Number of rows and columns equal the number of 
actors
Elements in the matrix represent the relationship 
between the actors (binary or real number)

Conventionally, the relationship is read from the row (i) 
actor to the column (j) actor and (i,j) represents the 
presence/absence of an edge and – if used – the edge 
weight

Main diagonal usually blank (self-relationships) or 
contains 0



N OT E : 
DIFFERENCE BETWEEN ATTRIBUTE 
AND SOCIAL (RELATIONSHIP) DATA

With database systems, each 
tuple holds data for that 
instance or individual

Name Dept Gender Salary

Ed 14 M 50000

Sue 15 F 70000

Jim 16 M 65000

Bob 17 M 15000

Ed Sue Jim Bob

Ed - 1 0 0

Sue 0 - 1 1

Jim 0 0 - 0

Bob 1 0 0 -

Matrices/Grids are used 
to represent graphs to 
show relationships
between individuals 
rather than attributes of 
individuals



EDGE LISTS
If binary connections exist:
 Usual to store connections between nodes in pairs 

(id1, id2) 
 Can also store as a list of the links for each id (id1, id2, id3, 
id4)
 If undirected then do not store relationship in both directions
 If directed, the convention is generally that the edge is from the 
first entry to the second entry, e.g., from id1 to id2

If weighted connections:
 usual to store a triple, (id1, id2, weight)

May need to supplement with a list of nodes if some do not 
have any edges



EXAMPLE

Draw the (undirected) graph and adjacency matrix 
represented by the following edge list:

(a, b)

(a, c)

(b, c)

(b, d)



EXAMPLE: 
SOCIAL NETWORK OF FRIENDSHIP LINKS
WITH 34 NODES

Taken from:

Zachary, Wayne W.: An 
Information Flow Model 
for Conflict  and Fission in 
Small Groups, Jrnl pf 
Anthropological Research, 
33(4), 452-473, 1977

Network file available on 
Blackboard:

(format edge list)

zachary.net



MATRIX REPRESENTATION OF SAME 
EXAMPLE 



EDGE LIST REPRESENTATION OF SAME 
EXAMPLE  (ZACHARY.NET)



ASIDE:

Note that any type of graph/network can be 
represented by an edge list and matrix



SOFTWARE FOR OPERATIONS ON 
NETWORKS

•For large social networks,  many software 
tools exist to perform network analysis 
operations on networks, negating the 
need for us to program these ourselves. 
However as always …. Important to know 
what the operations are and how they 
work!



WHAT IS OF INTEREST AT A SNA LEVEL?
Properties of Nodes
Properties of Relationships
Properties of Network



1. (SOME) PROPERTIES OF NODES

1.1. Degree centrality 

1.2. Betweenness centrality

1.3. Closeness centrality

1.4. Eigenvector centrality



1.1. DEGREE CENTRALITY:

Degree: number of edges a node has
If directed network then can distinguish between:
 Indegree: number of in edges to a  node from other 
nodes
Outdegree: number of out edges from a node to other 
nodes

Often these measures are averaged over all nodes 
in the graph



DEGREE CENTRALITY OF ZACHARY 
EXAMPLE NETWORK



NOTE 1:

Degrees can be calculated by a row and/or 
column summation using the adjacency matrix 
representation



NOTE 2:
Given edge list 
representation how 
would you 
calculate degree 
of each node using 
a C program?



AVERAGE IN/OUT DEGREE
The average degree can also be used to give a 
comparison across a social network

Average is calculate by summing degrees (in or out or 
both) of each of the N nodes and dividing by the 
number of nodes N

The ratio of  in and out Degrees to averages are often 
used to give a measure of an individual’s influence



PATHS AND REACHABILITY

An individual (node), A, is “reachable” by another, B, if there 
exists a set of edges (connections) by which we can move 
(traverse) from B to A.

If A is reachable by B we say that a path exists between B 
and A. 

The number of edges needed to be traversed in order to 
move from B to A is called the path length

* If considering a directed graph then it may be possible 
that B is reachable by A but A is not reachable by B. * 



DISTANCE
Distance concentrates on the length of paths (number of 
edges traversed) from nodes (individuals) in the network

Often interested in:

o The average distance between nodes

o The shortest path between nodes (geodesic distance)

o The diameter of a network - the longest of all shortest 
paths between all nodes (shortest distance between the two 
most distant nodes)

* Distance is used as a measure of individual influence as 
well as an approach to recommendation * 



EXAMPLE: FINDING INFLUENTIAL NODES

Here node A, B and C 
have the highest 
outdegrees
But node A is the only node 
that has the most paths to 
all other nodes in the 
network (all except B)
So A is most influential



EXAMPLE: Making Recommendations to A

Consider the nodes that A 
is connected to as 
“friends”: D, E, F
Recommend the nodes that 
the friends are connected 
to (friends-of-friends): C, G 
and H

D E

F

G H



EXAMPLE

Given A as the starting 
node and F as the final 
node what is the (length 
of) the shortest path from 
A to F?  (with no revisiting 
of nodes)

B

AC

D

E
F



EXAMPLE: DIAMETER OF ZACHARY EXAMPLE 
NETWORK



FINDING PATHS

Path and path lengths can be found by matrix multiplication

If A is an adjacency matrix then A2 will find all paths of length 
2

e.g.,

If A = 

0 1 0 1

1 0 1 1

0 1 0 0       

1 1 0 0



PATHS OF LENGTH2 … 

0 1 0 1

1 0 1 1

0 1 0 0

1 1 0 0

0 1 0 1

1 0 1 1

0 1 0 0

1 1 0 0

x =

2 1 1 1

1 3 0 1

1 0 1 1

1 1 1 2



1.2. BETWEENNESS CENTRALITY
Quantifies the number of times 
a node acts as a bridge along 
the shortest path between two 
other nodes 

Nodes that have a high 
probability of being on a 
randomly chosen shortest 
path between two randomly 
chosen nodes have a high 
betweenness centrality

Image By Claudio Rocchini
https://commons.wikimedia.org/w/index.ph
p?curid=1988980
Hue shows the node betweenness
(from red = 0 to blue = max)

https://commons.wikimedia.org/w/index.php?curid=1988980


CALCULATING BETWEENNESS

1. For each pair of nodes (s,t), compute the shortest 
paths between them

2. For each pair of nodes (s,t), determine the fraction of 
shortest paths that pass through the vertex in question 

3. Sum this fraction over all pairs of vertices (s,t)

A large value usually indicates that a node is structurally 
central and a low value indicates that a node is 
structurally peripheral 



EXAMPLE

Shortest Paths
A, B = 1
A, C = 2
A, D = 2
 B, D = 1
 B, C = 1
C, D = 1

A

C

D
B

Paths Through Vertex

A=0

B=2/6 = 0.33

C =0

D =0



Betweenness centrality of  zachary example 
network

Nodes with 
highest 
betweenness 
centrality:
 Node 1 (0.44)
 Node 34 (0.44)
 Node 33 (0.15)

Many nodes 
have 
betweenness 
centrality of 0



1.3. CLOSENESS CENTRALITY

Measures the path length between a particular node 
and all other nodes in the network

For any node:

1/(sum of all shortest paths from a node to all others)



Closeness centrality of  Zachary example 
network

Nodes with 
highest closeness 
centrality:
 Node 1 (0.57)
 Node 34 (0.55)
 Node 3 (0.56)
 Node 32 (0.54)
 Node 33 (0.52)
 Node 8 (0.52)
 Node 20 (0.5)

Note no node has 
0 for closeness 
centrality



1.4. EIGENVECTOR CENTRALITY
A variant of the Page Rank Algorithm where a node is 
considered important if it is linked to by other important 
nodes

Calculated using adjacency matrix representation

If A is matrix then looking for eigenvalue (λ) such that :
A v = λ v

where A is adjacency matrix

•v is eigenvector

•λ is eigenvalue  (usually pick largest)



2. PROPERTIES OF RELATIONSHIPS

2.1. Reciprocity: the tendency that if an edge (i,j) exists, 
then an edge (j,i) will also exist (for directed networks 
only)

2.2. Transitivity: the tendency of friends-of-friends to be 
friends

2.3. Preferential Attachment (popularity): the tendency for 
nodes that are already central to gain more connections 
at a greater rate than nodes which are less central

2.4. Clique: a densely connected group – a subset of 
nodes in a network such that every two nodes in the subset 
are connected 



3. PROPERTIES OF NETWORK

3.1. Edge density

3.2. Clustering Coefficient

3.3. Homophily: the tendency of actors who are similar on a 
particular trait to form ties (“birds of a feather … “)

3.4. Modularity:  existence, or not, of community structure –
clusters that are not densely connected to others but densely 
connected within a cluster

3.5. Diameter: the longest of all calculated shortest path 
between actors

3.6. Network Type: classification of different types of networks



3.1. EDGE DENSITY

Fully connected social networks (everyone connected to 
everyone) are rare in most cases

However, it is useful to see what percentage of all 
possible edges do exist ... this is called the density of 
edges

Edge Density definition:
Ratio of the number of actual edges to the number of 
possible edges which exist in a network



NUMBER OF POSSIBLE EDGES

For a directed social network where number of nodes 
= N, the number of possible edges is:

N*(N-1)

(no self ties)

e.g., if N = 3:

#possible edges = 3*2 = 6
B

A

C



NUMBER OF POSSIBLE EDGES

For an undirected social network with number of 
nodes = N, the number of possible edges is then half 
this:
N*(N-1)/2

(again, no self ties)

e.g., if N = 3:
#possible edges = (3*2)/2 = 3

A C

B



EXAMPLE:
(NUMBER OF EDGES):

If there are 10 nodes in an undirected social network, 
how many possible edges can exist?

If there are 45 nodes in a directed social network, 
how many possible edges can exist?

B

A

C



EXAMPLE:
Find the (edge) density of each of the following social networks:

A C

B

D
B

A C

DE

Facebook connections Twitter connections



3.2. CLUSTERING COEFFICIENT: CC
For a node v, calculate the local clustering coefficient 
value, CC(v), of v as

the ratio of number of the edges between neighbours of 
the node v to number of possible edges between 
neighbours of the node v

Same formula as before to calculate #possible edges 
for undirected and directed networks

In all cases: 0 <= CC <= 1

Note: Only meaningful for nodes with at least 2 edges



NOTE: CLUSTERING COEFFICIENT WITH 
DIRECTED NETWORKS … 

As before but usually use the outdegree of a node 
a measure of a node’s neighbours, and use both 
out and indegrees for the neighbour connections

B

A C

DE



CLUSTERING COEFFICIENT OF ZACHARY 
EXAMPLE NETWORK (CC1)
CC1 = 1 step

CC2 = 2 steps (friend-of-friends)



EXAMPLE:

A social network of five users (represented by nodes 1, 2, 
3, 4, 5), with undirected edges between the nodes, is 
represented by the following edge list: 

(1, 2), (1, 3), (1, 4), (1, 5), (2, 3), (3, 4),(4, 5)

Find the clustering coefficient of node 1 in  the network

Find the clustering coefficient of node 3 in  the network



EXAMPLE: CLUSTERING COEFFICIENT FOR 
NODE 1  IN THIS (STAR) NETWORK



3.3 TYPES OF NETWORKS



3.3 TYPES OF NETWORKS



DEFINITION: 
SMALL WORLD 
NETWORK

Most nodes in networks are not directly connected to each other, 
but most nodes can be reached from every other node by a small 
number of steps (for N nodes, approx. log N steps)

Many studies have shown  that the small world phenomenon exists 
in many types of natural and artificial networks: brain neurons, 
websites, wikis, electric power grids, film actors in films, etc.
 e.g. Strangers linked by a mutual acquaintance

See: http://www.sixdegrees.org/



SMALL WORLD NETWORK EXAMPLE FROM 
WIKIPEDIA

Example

 12 nodes in the 
network

 Average degree = 
3.83

 Average shortest path 
length between any 2 
nodes: 1.803



SUMMARY EXAMPLE
A social network of six users (represented by nodes A, B, C, D, E, F), with 
undirected edges between the nodes, is represented by the following 
edge list: (A, B), (B, C), (C,D), (C, E), (D,E), (D,F), (E,F)

Questions:

1. Draw the network and write out the adjacency matrix representation of 
the network

2. Find the average degree and find the node(s) that have a degree 
greater than the average.

3. List the path(s), and their length, that exist from node A to node E.

4. Define and calculate the local clustering coefficient value of the node D.

5. Define and calculate the (edge) density of the social network.



SUMMARY
Social Network Analysis is (another!) example of an area 
where our basic maths techniques (specifically matrix 
operations, graph algorithms) can find information important 
characteristics of our network in terms of:

o Node

o Relationships

o Network structure

These techniques are particularly applicable on Social 
Media Platforms



INTELLIGENT INFORMATION 
SYSTEMS VIA MACHINE LEARNING

CT102
Information 
Systems



INTELLIGENCE

Difficult questions
What is Intelligence?
What is an Intelligent System?

Can be more specific by considering the goals of intelligent 
systems: 
 Intelligent behaviour via computation



DEFINITION FROM THE
BRITISH COMPUTER SOCIETY



ARTIFICIAL INTELLIGENCE 
AND MACHINE LEARNING

Many different approaches and techniques are used in 
the area of Artificial Intelligence.

Many are fundamentally based on the concept of 
learning:
 i.e. for a system to be considered intelligent it should 
have the capacity to learn



Artificial Intelligence versus 
Machine Learning

Artificial Intelligence – automating intelligence

Machine Learning – learning patterns to create a 
model/algorithm automatically

Machine             
Learning

Deep 
Learning Artificial Intelligence



WHY (get machines to) LEARN?

Many real-world problems are complex and it is difficult 
to exactly specify (algorithmically) how to solve the 
problem or what the solution is

Learning techniques are used in many domains to find 
solutions to problems that may not be obvious/clear to 
human users – especially when considering the large 
amounts of data that is now available online



FORMS OF ANIMAL AND 
HUMAN LEARNING

Environmental: Social, Language, Morals

Play

Repetition or Rehearsal

Imitation

Formal/Informal/Non formal

Punishments/Rewards: Warnings, threats,  promises



HOW IS “ROTE” LEARNING REPRESENTED 
IN INFORMATION SYSTEMS? 

Rote learning: a memorisation technique based on repetition

In Computing this is achieved by explicit programming of rules

i.e. an algorithm can be considered an example of rote 
learning, e.g. 
if (some set of circumstances occur)

perform a certain action

Can be considered to show some level of intelligence in the rules 
but does not have the capacity to learn

if (traffic light is red)

stop



HOW DOES MACHINE LEARNING WORK?

Concerned with the design and development of programs
which learn patterns present in input (training) data

The learned patterns are used to make predictions about 
new unseen (test) data



LEARNING PATTERNS … 

• The patterns learned allow the program to generalise

• In order to generalise, the program creates a 
mathematical model

• The model contains the information on what pattern has 
been found

• Different types of machine learning programs learn 
different types of models

• The models they learn depend on what kind of data they 
have been given (training data)



PROBLEM AREAS WHERE MACHINE 
LEARNING IS APPLIED (1 OF 2)

Text Classification

Spam filtering (yes/no)

Recommendation

Speech Recognition (Speech to Text and Text to Speech)

Prediction



PROBLEM AREAS WHERE MACHINE 
LEARNING IS APPLIED (2 OF 2)

Object Recognition

Pattern Recognition (e.g., Fraud detection, Medical 
applications)

Facial detection and Tagging

Sentiment Analysis

Computer Games 



EXAMPLE: Identifying objects in a room

https://arxiv.org/abs/1808.03305

https://arxiv.org/abs/1808.03305


SAMPLE MACHINE LEARNING 
METHODOLOGY:



SAMPLE INPUT DATA

Vectors

Strings

Lists

Tables and Sets

Matrices

Images

Voice 

Video



EXAMPLE OF INPUT DATA:
Fisher's Ir is data set
https://en.Wikipedia.Org/wiki/iris_flower_data_set



TRAINING

Machine learning techniques require a training stage to 
learn some general rule or pattern (the mathematical model)

The training stage consists of a set of examples which can 
be:

•Labeled (Supervised training) “Learning by Example”

•Unlabelled (Unsupervised training) “Concept formulation”

Additional data may also be used to “tune” the model 
parameters (validation data) and test how good the learned 
model is (test data)



(MACHINE) LEARNING APPROACHES

Symbolic learning: knowledge is represented in the 
form of symbolic descriptions of the learned concepts, 
e.g., rules or hierarchies

Sub-symbolic learning: Knowledge is represented in a 
sub-symbolic form not readable by a user, e.g., in the 
structure, weights and biases of a trained neural network

Adaptive learning: “learning from and while interacting 
with the world”. e.g., reinforcement learning, 
evolutionary learning



SOME EXAMPLES
Symbolic learning: 

• Decision trees and Decision Rules (for classification)

• Association Rules  (for Market Basket Analysis).

• Nearest-neighbour approaches (for Clustering).

Sub-symbolic learning:

•Neural Networks and Deep learning (for classification, clustering, 
etc.).

Adaptive learning

•Reinforcement learning algorithms and Genetic Algorithms.



SUPERVISED LEARNING

•The training data consists of a set of training examples or 
instances

•Each example is a pair consisting of an {input, output} pair 
where the input object is typically a vector and the output is the 
desired output value

•The output value is often called the class

•The parallel task in human and animal learning is often referred 
to as concept learning where an abstract or general idea is 
inferred or derived from specific instances



SUPERVISED LEARNING

The idea is: From the given training data learn patterns that will 
allow the machine learning technique to assign the correct output 
value to some unseen example

from https://towardsdatascience.com/



TRAINING (SUPERVISED)



VALIDATION (SUPERVISED)

Rather than just having one phase of learning (with the 
training data) and one phase of testing the model learned 
(with the test data), validation is often used which uses a 
portion of the test data (validation data) to assess how the 
well the model is being learned and to potentially 
improve the model as a result (“tuning” parameters of the 
model). Validation data can be used to help choose 
between a number of models (i.e. to pick the best).

Test data is still used as a final test of the model at the 
end of the learning phase



10-FOLD CROSS VALIDATION

In 10-fold cross validation the original dataset is randomly 
split 10 times in to 10 equally-sized subsamples

From the 10 subsamples one subsample is used as the 
validation set to test the model and to fine-tune 
parameters; the remaining 9 subsamples are used to train 
the model

The process is repeated 10 times (10 folds) with each of 
the 10 subsamples used as the validation set exactly once

The 10 results are then averaged to create a single 
estimation of how well the model has learned



10-FOLD CROSS VALIDATION



TESTING (SUPERVISED)
Once the training and validation stage is complete the system 
must be tested with data not previously entered to the system 
for training or validation

This is to check if the rules/patterns learned only work for the 
examples already seen or if they can be generalised to other 
input examples 

The “check” involves giving the system previously “unseen” 
data, and then comparing the system answer with the real 
answer

Generally, the test set, validation set and train set are 
originally in one set and are split before training and testing 
occurs



FOR EXAMPLE: IRIS DATA
The class is the species which has 3 possible values:

•Iris-setosa

•Iris-versicolor

•Iris-virginica

The Input object has 4 features

•Sepal length

•Sepal width

•Petal length

•Petal width



TRAINING



EXAMPLE: OBJECT RECOGNITION
Is it a cup or a bowl?
(“The boundaries of  words and their meanings”, William Labov)

Some are easier to 
classify than others



EXAMPLE: OBJECT RECOGNITION
Is it a dog or a muffin?



1. CLASSIFICATION

Classification is the process of finding the common 
properties among different entities and putting them 
into given classes.

Often results in classification rules which can be 
represented by a classification tree or decision tree

Classification is useful if the categories are known in 
advance

Classification is a classic example of a supervised 
learning problem



BINARY CLASSIFICATION

• There are only two classes (generally 1 and 0) so one 
output node is only needed.

• For example, given images of apples and other fruit we 
want a system to identify the images of apples
• Can do this by associating 1 with apples, and 0 with 
“non-apples” for example.

• For example, given some text, want a system to identify if 
the text is fake or not
•Can do this by associating 1 with fake and 0 with real 
for example



MULTICLASS  CLASSIFICATION

•An extension of Binary Classification 
where there may be a number of 
different classes

•For example, for some sample sentence 
classify if it is written in English, Irish, 
French, Hindi, Polish, Spanish (6 classes)

•For example, for the Iris dataset 
identify if the iris is one of three types 
(Iris-setosa, Iris-versicolor, Iris-virginica)



Visualising the rules learned for the 
Iris classification example



Visualising the rules learned for the 
Iris classification example



What do the rules 
look like?

if (petalwidth <= 0.6) 
class= ‘Iris-setosa’;

else if (petalwidth <= 1.7) { 
if(petallength <= 4.9) 

class= ‘Iris-versicolor’;
else if (petalwidth <= 1.5) 

class= ‘Iris-virginica’;
else if (petalwidth > 1.5) 

class= ‘Iris-versicolor’;
}
else if (petalwidth > 1.7)

class= ‘Iris-virginica’;



UNSUPERVISED LEARNING
• The training data consists of a set of training 
examples (input objects typically represented as a 
vector) but there is no output class associated with 
each input object

The idea is: find the objects which are most similar to 
each other



2. CLUSTERING

Given a large set of items, clustering  partitions the documents into 
clusters such that the similarity of items within clusters is maximised 
and the similarity of items in different clusters is minimised.

Clustering is used when categories are not known and must be 
found and items assigned to them.

The fundamental concept is to define is some notion of similarity
between items.

Clustering is an example of an unsupervised learning problem.



EXAMPLE: 
Unsupervised approach to image recognition



FRUIT AGAIN … 
but this time clustering them

from https://towardsdatascience.com/



Contrasting this with supervised approach 
to image recognition …. 

(from MNIST database)



RECOMMENDER SYSTEMS:
each dot on right hand side represents a movie 
where the colour and closeness to each other 
indicates similarity



A SUB-SYMBOLIC APPROACH:
3. ARTIFICIAL NEURAL NETWORKS

oInspired by simplified (known) workings 
of brain

oNeurons connected via links with each 
neuron possessing limited processing 
ability

oNo single “unit of computation”

oCan be used for classification and 
clustering tasks



AN (ARTIFICIAL) NEURAL 
NETWORK CONSISTS OF:

Set of nodes, arranged as part of an:

 input layer

output layer 

one or more hidden layers between input and 
output layers

The input layer takes instances of the training 
data, the output layer produces result



A SIMPLE NEURAL NETWORK: 
13 input nodes, 3 nodes in inner layer and 
2 output nodes



AN (ARTIFICIAL) NODE 
COMPRISES:
o One or more Input Values (coming from other 
nodes)

o One or more Weights associated with each input 

o One Output Value

o An Activation Function: which is some summation of 
the weights and values, giving an activation value

o A Threshold value
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THRESHOLD VALUE

A value will only be output from the node if the 
activation value is greater than the threshold value

The output of one neuron acts as an input to another 
neuron



HOW DOES LEARNING TAKE PLACE?

For example, given a classification task and labelled 
training data:

In the output layer, the actual output value, Oa is 
compared with the desired output value Od

A degree of error can be calculated by:

Od – Oa

The error is “back-propagated” throughout the 
network by modifying weights according to the 
degree of error



Example: 
Recognising hand-written numbers (images)



Recognising hand-
written numbers

28x28 pixel image so input is 784 values which 
are either “on” (1/white) or “off” (0/ black).

The output consists of 10 nodes and only one will 
be “on” (value of 1) to indicate which number has 
been recognised (9 in the above example)



DEEP LEARNING

o Deep learning is a new area within machine 
learning which uses neural networks using multiple 
layers

o Has had good successes at hard problems such 
as image recognition, speech and audio 
recognition, language processing and 
bioinformatics



CHARACTERISTICS OF DEEP LEARNING 
APPROACHES

oOne major difference to other learning 
approaches is with respect to how the training 
instances/objects are represented

oDeep learning attempts to find good
representations itself by learning the 
representations using unlabelled data: 
Specifically higher level representations are 
derived from lower level 
features /representations



EXAMPLE OF SUCCESS OF DEEP LEARNING 
APPROACHES
MAINSTREAM VOICE RECOGNITION

o Large-scale automatic speech recognition is the 
first and most convincing successful case of deep 
learning, embraced by both industry and 
academia

o All major commercial speech recognition systems 
- Microsoft’s Cortana, Xbox, Skype Translator, 
Google Now, Apple Siri, Baidu and iFlyTek voice 
search - and others are based on deep learning 
approaches



EXAMPLE OF SUCCESS OF DEEP LEARNING 
APPROACHES 
OBJECT RECOGNITION

The Deep learning research team at Google (Google 
Brain Project) created a neural network that learned to 
recognize higher-level concepts, such as cats, only from 
watching unlabelled images taken from YouTube videos

oCreated a neural network with 16,000 computer 
processors as the nodes and over 1 billion connections 
between these nodes 

oPresented the network with 10 million digital YouTube 
thumbnail images found in YouTube videos (unlabelled)

Reference: Ng, Andrew; Dean, Jeff (2012). "Building High-level Features Using 
Large Scale Unsupervised Learning". Proc of the 29th Conf. on Machine Learning



John Markoff (25 June 2012). "How Many Computers to 
Identify a Cat? 16,000.". New York Times.

http://www.nytimes.com/2012/06/26/technology/in-a-big-network-of-computers-evidence-of-machine-learning.html




EXAMPLE OF SUCCESS OF DEEP LEARNING 
APPROACHES 
DRIVERLESS CARS
o Self-driving cars are not programmed in the 
classical sense of mapping human driving 
decisions to a set of IF-THEN rules except for very 
simple rules such as:
IF trafficLightInput == red THEN stop

o Most of the decisions must be learned based on 
training data comprising of a huge number of 
traffic situations
o For example, Google has driven almost two 
million kilometers on public roads with test drivers



GENERAL ETHICAL CONCERNS

• Accuracy is extremely important … but not enough 

• Responsibility – “with power comes responsibility”

• Explainability – why certain actions were taken; why a 
certain result was given – understanding

• Auditability – trace back actions that led to an 
outcome - retracing, replicating

• Fairness – biases in data can lead to biases (thus 
unfairness) in results



ACCURACY & ROBUSTNESS
What happens if  an image is modified slightly?

Human: Sees panda in both images

ML Model: Classifies image without perturbation (on left) as “Panda” 
with 57.7% confidence; classifies image after perturbation as 
“Gibbon” with 99.3% confidence.



Human: Sees stop sign in both situations

ML Model: Classifies image without perturbation (on left) as “Stop”; 
classifies image after perturbation as “Max Speed 100”

ACCURACY & ROBUSTNESS
What happens if  an image is modified slightly?



BIASED TRAINING AND TEST DATA

Machine learning techniques can only generalise 
based on the data that has been given as input

“Poor” biased data may cause problems such as:
May not generalise to other very similar patterns.
May over generalise.
Note that if test data is being used, but also 
shows the same bias as the training data, then 
accuracy can appear to be very good



Example 1, a Machine Learning system to 
distinguish between images of  huskies and wolves 
which is quite a difficult task …



But if  we can analyse what is being used to make these 
decisions …. 



EXAMPLE 2: 
FACIAL RECOGNITION SOFTWARE

In 2018, a study found that three gender-recognition AI programs 
using images of faces (from IBM, Microsoft and a Chinese company 
called Megvii) correctly identify a person’s gender 99% of the time 
… if the person was a white man. 

For Asian and African-American women, it was only correct 35% of 
the time (aka wrong 65% of the time!)

The reason was shown to be the bias in the training data which  
contained a much higher number of examples of white men than 
women and than Asian and African-American women and so the 
machine learning model had more training on the white men and little 
chance to generalise (or learn) from other images.

All companies said they re-trained their systems on new data.



OTHER EXAMPLES IN THE NEWS … 





from the Irish Times, Nov 2019

Other 
Ethical 
concerns



SUMMARY
•Machine learning is now a very large area within 
Computing and Information Systems

•Where it was once associated with research projects only, 
in the last number of years, it is becoming mainstream
•This is due to the availability of machine learning 
software and APIs, advances in deep learning and the 
advances in hardware.

•Many ethical issues:
“The promise of AI is that it will imbue machines with the 
ability to spot patterns from data, and make decisions 
faster and better than humans do. What happens if they 
make worse decisions faster?”
(Guardian Editorial, September 2019)



IMPORTANT CONCEPTS

•What is machine learning and what problems does it 
solve?

•Symbolic Vs Sub-Symbolic Learning

•Supervised Vs Unsupervised Learning

•Training Data, Validation Data, Testing data

•Data Features and classes/labels

•Classification and Clustering

•Neural networks, Deep learning and its successes

•Bias in data and how Machine Learning models are 
affected



TOPIC: DATA & 
INFORMATION SYSTEMS 
SECURITY



DATA SECURITY

For as long as there has been data, there 
has been a security aspect to this data:
 From secret communication to secret passwords 
to digital identities

Many often-cited examples of famous 
secure codes, e.g., German Enigma machine

Much media coverage of breaches to data 
security and penalties for poor/inadequate 
security approaches … government, banks, 
surveillance, cloud, social media, 
whistleblowers, DDoS attacks, etc.



DATA AND INFORMATION SECURITY
Involves defending data, information and information 
systems from unauthorised:
access
use
disclosure
disruption 
modification
perusal/inspection
 recording
destruction



INFORMATION SECURITY THREAT: 
HACKING

Hacking can be defined as any action that exploits a 
weakness in a computer system or network, often 
spreading malware as a result.



EXAMPLES OF DATA SECURITY BREACHES:
Eavesdropping/Monitoring/Surveillance: obtaining or 
viewing information without explicit authority
Masquerading: sending/receiving messages using 
other’s identifier
Tampering: stealing messages and altering their 
contents
Replaying: storing messages and sending them at later 
date
Infiltrating: accessing system in order to run programs 
that implement an attack (virus, worm, Trojan horse, etc.)
Decoding: decoding encrypted messages



MALWARE: MALICIOUS SOFTWARE 
Virus: software that is designed to copy itself on to the host system 
and replicate

Worm: a type of virus that uses flaws in the OS to spread itself and 
cause harm – often degrading performance in some way

Trojan Horse: usually an email attachment which looks legitimate but 
contains an executable program which can modify files, steal 
confidential data, encrypt data, spread itself using your contacts, 
prevent you controlling your own computer, etc.

Bots: an advanced form of worm that are designed to interact over 
the internet without the need for human interaction. 



MALWARE: MALICIOUS SOFTWARE 
Ransomware: program encrypts files on the computer where it runs and 
displays a message seeking payment before files will be decrypted 
and/or not published

Spyware: software which installs itself secretly and logs and reports 
information on user actions (e.g. keyboard strokes/passwords). Can be 
used as part of targeted advertising (Adware)

Scareware: masquerades as useful software but when executed will infect 
or completely destroy system 

Rootkits: designed to gain root access (admin privileges) and then can 
control system

DDoS: (distributed denial-of-service) seeks to overload the bandwidth 
and resources of a system by bombarding it with connections all at once 
(from multiple distributed locations) to disable or crash the system



DATA PRIVACY
Unlike much of the data we have been discussing to 
date which is “open” and free to use by anyone who can 
access it, the data and information we wish to keep 
secure is private

Protecting private information is a business requirement, 
and in many cases also an ethical and legal requirement

Private data must be kept secure:

o at rest (stored) and when being transmitted

o when being processed (by programs or people)

o when being disposed (deleted) or devices it is stored 
on are being disposed



PERSONAL DATA

When you give your personal data to a person or 
organisation that organisation has a legal duty to 
keep that data private and safe

Data protection ensures that legally your personal 
data should be:
 factually correct.
only available to those who should have it.
only used for stated purposes.

(www.dataprotection.ie)



OTHER RELATED ISSUES … 

 Is all data collected necessary?
 How long is data preserved?
 Is it shared/given to others?
 When should it be disposed?
 How should it be disposed?



GENERAL DATA PROTECTION REGULATION 
(GDPR)

“The General Data Protection Regulation is a 
regulation in EU law on data protection and 
privacy for all individuals within the European 
Union (EU) and the European Economic Area (EEA). 
It also addresses the export of personal data 
outside the EU and EEA areas. The GDPR aims 
primarily to give control to individuals over their 
personal data and to simplify the regulatory 
environment for international business by unifying 
the regulation within the EU.”



DATA PROTECTION 
by design and by default (GDPR)

•highest-possible privacy settings should be used by default 

•data should not be available publicly without explicit, informed 
consent

•data cannot be used to identify a subject without additional 
information stored separately

•no personal data may be processed unless it is done under a 
lawful basis specified by the regulation or unless the data 
controller or processor has received an unambiguous and 
individualized affirmation of consent from the data subject

•the data subject has the right to revoke this consent at any time



IN THE NEWS



THREE ATTRIBUTES OF SECURE DATA:
CIA TRIAD:

 Confidentiality 
 Integrity
 Availability

The focus of Information security approaches is the 
balanced protection of the CIA triad.
 Information security requires a culture of “continual 
improvement”.



INFORMATION SECURITY DEFINITION 
revisited

"The protection of information and information 
systems from unauthorized access, use, disclosure, 
disruption, modification, or destruction in order to 
provide confidentiality, integrity, and 
availability”.



1. CONFIDENTIALITY: Information that is 
secret should stay secret 

Only people authorised to access the information may 
do so
 Encryption and Access Controls used to protect data 
and information confidentiality
 Threats to confidentiality include malware, intruders, 
device theft, password theft, insecure networks, systems 
and apps, poorly administered systems, emails sent to 
wrong people, wrong attachments in emails, lack of laws 
and regulations, whistle-blowers.



2. INTEGRITY

Integrity relates to the trustworthiness, origin, completeness, and 
correctness of information

This means that data should not be modified in an unauthorized 
or undetected manner.[

To protect integrity:
 Prevent unauthorized modification of information (via Access 
Controls)
Detect unauthorised modifications.

https://en.wikipedia.org/wiki/Information_security#cite_note-92


3. AVAILABILITY

Availability relates to ensuring that authorised users of information 
and systems can access and use them when they want to

Threats to availability:

• Natural and human disasters can affect availability

• Malicious attacks against availability are known as denial of 
service (DoS or DDoS) attacks and prevent availability of systems 
and access to data

• Other security breaches

High Availability Systems aim to remain available at all times –
even through power outages, hardware failures, and regular 
system upgrades (e.g., Google email)



IN THE NEWS



SECURITY APPROACHES 
(NOT NECESSARILY SOLUTIONS ON THEIR OWN )

1. Identification, Authenticate, Authorize Sequence

2. Accountability

3. Policies/Code of Conduct: specification of the 
security properties a system should have and how 
people should treat data 

4. Encryption: transforming data into something 
which cannot be understood, e.g., cryptography



NOTE: “THE WEAKEST LINK”

The strength of any system is no greater than its 
weakest link. 
If different security mechanisms are enforced for each 
component of an information system then there is 
“defence in depth” 
 i.e., the build up and layering of security mechanisms, so if 
one fails, there are still other mechanisms in place

Research, and experience, has shown that the most 
vulnerable point in most information systems is the 
human user, operator, designer, or other human 



APPROACH 1: 
IDENTIFICATION, AUTHENTICATE, 
AUTHORIZE SEQUENCE

Identification 

o Identifying the who (person) or what (entity)

o Usually, using some unique username or code

o Must be locally unique and possibly globally 
unique so that access control may be enforced 
and accountability established
e.g., email addresses, twitter handler, alias. 



APPROACH 1: 
IDENTIFICATION, AUTHENTICATE, 
AUTHORIZE SEQUENCE

Authentication
Verifies the authenticity of the identity declared 
at the identification stage:

Three methods of authentication:
What you know
What you have
What you are



… WHAT YOU KNOW

Passwords, passphrases, secret codes, and 
personal identification numbers (PINs). 
Most popular
Low cost and easy to implement
Often stored insecurely 
Often easy to guess … 



PROBLEMS WITH PASSWORDS
Human-generated passwords are often very easy to 
guess by a machine because:

o often short and use real words found in dictionaries

o use “obvious” passwords (name, “password”, “abc123”)

o same password used across multiple systems

o a written (unsecure) version of the password might exist

o prone to phishing – spoof emails or websites that trick 
people in to entering their valid password (and other 
private data)



PASSWORD MANAGERS
• Password managers are applications that generate strong 
passwords as well as securely store passwords to systems you use

• Only need to remember a single (hopefully strong!) password to 
log in to the password manager

• Data may be stored locally or on the cloud 

• Very important for managing passwords

• Examples: 



AUTHENTICATION
What you have … 
Keys, swipe cards, smart cards, bank 
cards, phones, token generator, etc.
Higher costs and problems when lost, 
stolen, damaged etc.

What you are … 
Biometric authentication methods
Examples: 
Face, fingerprint, iris, and retina 
recognition
voice and signature recognition 
 Included in IDs, Passports, smart phones 
and many computing devices



MULTI-FACTOR (STRONG) 
AUTHENTICATION

The trend in most apps and secure systems is to provide more than 
one type of authentication to overcome the limitations with 
password-only based authentication.

Multi-factor authentication requires the user to present two or more 
codes (evidence/factors) to prove who they are.

Many sites, including Google or Facebook, only ask for the second 
factor when you sign in from a new device (or using a different 
browser).



2FA: TWO FACTOR AUTHENTICATION

•Two-factor authentication (2FA) is most common nowadays

• 2FA is generally supported with “what a user has”, e.g., a 
smartphone, personal security key, 3rd party application

• Often involves the generation of a Time-based One-Time 
Password (TOTP) which is sent via SMS or generated on the 3rd

party app or device.

•“Push” notifications, in conjunction with an app, are also used 
(e.g. banking apps in particular)

Sample 3rd part Authentication Apps: Authy; Microsoft 
Authenticator; CISCO Duo; Google Authenticator; LastPass 
Authenticator



Time-based One-Time 
Password (TOTP)

Codes are generated using an algorithm and each code 
lasts a very short period of time.

For TOTP on 3rd part applications or for physical devices, 
codes are generated based on a number assigned to the 
device or app and the current time. In this approach, only 
the local physical device or app has the code, which 
makes them more secure than text-message or email 
codes.



PUSH NOTIFICATIONS

A notification is sent to phone and use taps/swipes to 
approve the login or payment

Sometimes push notifications could ask user to match a 
code

Push notifications are easier to use and more secure than 
TOTP, but are currently not available for many sites.



USAGE
Two-factor authentication is recommended by the National Institute 
of Standards and Technology (NIST) to secure online accounts that 
deal with personal information, the collection of personal 
information, or the maintenance of personal information.

Ideally, Two-factor authentication should be enabled on password 
managers, email, cloud backup services, bank accounts, social 
media profiles, chat apps, and any app with your health and 
fitness data. 

Note: Issue with digital exclusion for those without smartphones, 
internet access, and/or for those with disabilities (e.g., sight) which 
may prevent them from using these approaches.



AUTHORIZATION
Once identification and 
authentication have been 
complete then access is 
authorized

Also referred to as rights, privileges, or permissions 

o Ensures that person has the required rights to perform 
the tasks they need to while being prevented from 
performing other tasks

o Enforces access control and accountability



ACCOUNTABILITY

Systems must have accountability
 i.e., being able to trace actions and events back in time 
to the users, systems, or processes that performed them, 
to establish responsibility for security breaches

Mainly provided by logs and an audit trail



ACCESS CONTROL: 
POLICIES AND CODE OF CONDUCT:

The foundation of access control is the identification and 
authentication sequence - This ensures that access to protected 
information is restricted to people who are authorised to access it.

Computer programs, and computers, that process the information, 
must also be authorised - this requires that mechanisms be in place 
to control the access to protected information.

The level of access control required should relate to the value of the 
information being protected, i.e., the more sensitive or valuable the 
information the stronger the control mechanisms need to be.



POLICIES/CODE OF CONDUCT:

The level of access control required is specified as Policies 
and Code of Conduct.

These involve:

o assigning a security classification to data

o specifying an access control policy

o specifying a “handling” rule



Assigning Security Classification 
Examples:

In Business sector:

Public
Sensitive
Private
Confidential

In the government sector:

Unclassified
Sensitive But Unclassified
Restricted
Confidential
Secret
Top Secret



MORE GENERALLY … 

Traffic Light Protocol (TLP) classification and 
handling can be defined as follows:

White: unlimited – distribute freely
Green: community wide distribution
Amber: limited “need-to-know” distribution
 Red: Very restricted - for named people 
only



ACCESS CONTROL MODELS

The principle of least privilege stipulates:

“Do not give any more privileges than absolutely 
necessary to do the required job.” 

Three main access control models exist: 
 discretionary access control model (DAC)
 mandatory access control model (MAC)
 role-based access control model (RBAC)



ACCESS CONTROL MODELS

DAC: individual users can specify the security aspects of 
an object
MAC: opposite of DAC: security policy is centrally 
controlled and specified on objects by a security policy 
administrator and users do not have the ability to 
override the policy 
 RBAC: defined around roles and privileges where there 
exist many people in an organisation; users are not 
assigned permissions directly but acquire them through 
their roles



ENCRYPTION

Cryptography:

The art and science of keeping
messages secret



WHY REQUIRED?

oThe digital equivalent of envelopes and locked filing 
cabinets

oParticularly important for:
o Internet … medical, law and financial data, banking, 
passwords
o Online shopping and transactions
o Military and Diplomatic communications
o Human Rights Organisations
o Journalists



TERMINOLOGY

Plaintext = original message

Ciphertext = encrypted message

Encryption:
 transform plaintext to ciphertext usually using a key

Decryption:
 transform ciphertext to plaintext (with key)

plaintext encryption ciphertext decryption plaintext



CRYPTOGRAPHY WORKS ON MANY 
LEVELS:

1. Algorithms

2. Protocols (built on the algorithms)

3. Applications (built on the protocols)

Some examples in everyday use:
 SSL .. secure socket layer
 HTTPS … secure HTTP
 OpenPGP … Pretty Good Privacy
 SFTP



TWO CLASSES OF CRYPTO SYSTEMS:
1. Symmetric 

One key: secret/private key

Use same key for encryption and decryption

Can be divided into:
 stream ciphers - encrypt a single bit at a time
 block ciphers - take a number of bits and encrypt them as a unit

2. Asymmetric: Public Key

Two keys: public key and private key

Uses a different key for encryption and decryption

Decryption key “cannot” be derived from the encryption key



SYMMETRIC BLOCK CIPHER 
CRYPTOSYSTEMS

DES (data encryption standard)

3DES

Blowfish, Twofish, Threefish

AES (advanced encryption standard)



DATA ENCRYPTION STANDARD (DES)
o Developed in IBM mid 1970s and later used by US 
government

o Same algorithm and key used for encryption and 
decryption

o Consists of 16 “rounds” (substitutions and transpositions) 
of operations that mix the data and key together 

o Data is encrypted and decrypted in 64-bit chunks 

o Goal is to completely scramble data

o However in late 1990s, code was cracked in a few hours



TRIPLE DES (TDES)

Uses 3 keys

3 times slower than regular 
DES

Billions of times more secure 
if used properly 



AES

o Established as a standard by National Institute of 
Standards and Technology in 2001 

o Used worldwide today by government and private 
sector

o Standard encryption approach for “data at rest”

o Fast encryption and decryption



HOW TO TRANSMIT KEY FOR SYMMETRIC
CRYPTO SYSTEMS?

o Meet personally
o By phone
o Electronically
o Using asymmetric cryptography (PGP)

One of the weak links in symmetric cryptography is 
the transmission of keys between the sender and the 
receiver
Public Key cryptography avoids having to send 
(private) keys



PUBLIC KEY CRYPTOGRAPHY

"The face of cryptography was radically altered when Diffie and 
Hellman invented an entirely new type of cryptography, called 
public key. At the heart of this concept is the idea of using a one-
way function for encryption."
from “Algebraic Aspects of Cryptography” by Neal Koblits

Public key cryptography is an encryption and decryption 
technique that enables entities to securely communicate on an 
insecure public network, and reliably verify the identity of an 
entity via digital signatures.



ALICE AND BOB … 

One box, Alice makes freely available an open lock (or 
many locks) but not the key
 Bob puts something confidential in to a box to send to 
Alice and uses Alice’s lock to lock it
 Then box is sent to Alice
Only Alice has key and only Alice can open it

Image from wikipedia



ASYMMETRIC CRYPTOSYSTEMS

o Invented in 1976

o Each person gets a pair of keys … public and private

o The plaintext message is encrypted using the public key 

o The private key is used to decrypt ciphertext message

o Example: RSA

o Security arises from mathematical difficulty in obtaining 
private key from public key (feature of one-way functions)

o Can be used for authentication as well as privacy



ASIDE: 
ONE-WAY (“Trap door”) FUNCTIONS

A function f which is easy to apply to an input number x to 
give f(x) but difficult/impossible to recover the original 
number x, knowing only f(x).

Other Maths used:

oEuclidean Algorithm

oFermat’s Theorem

oElliptical Curves

Will cover this in more detail in MA160/MA190



PKI: Public Key Infrastructure
for key management

Public Key infrastructure (PKI) is a system for the creation, 
storage, and distribution of digital certificates for public-
key encryption to verify that a certain public key belongs 
to a certain entity.

PKI creates, manages, distributes, stores and, if necessary, 
revokes digital certificates.



PRETTY GOOD PRIVACY (PGP)

oProcessing of RSA requires large amounts of computing 
power. 

oWith the original systems like DES this power was not 
needed.

oPretty Good Privacy combines some of the best features 
of both the RSA public key cryptosystem and a standard 
symmetric cryptosystem



STEPS FOR ENCRYPTION:

1. Message m is first compressed thus reducing the 
patterns found in natural languages

2. A one-time-only secret key is created randomly

3. This key is used to encrypt message (using 3DES or AES 
for example)

4. Symmetric key is then encrypted using public key

5. This public key-encrypted symmetric key is transmitted 
along with the encrypted message



DIGITAL SIGNATURES

Signatures have been used for centuries to authenticate 
messages

RSA can be used for digital signatures

Interchanges the roles of public and private keys, such that 
a message can be encrypted with the private key and 
decrypted with the public key

“Digital signatures are about delivering a service aimed 
at data integrity and are not about encryption”



DIGITAL SIGNATURE APPROACH

Approach:
1. Publish RSA public key as usual
2. Encrypt message m with private key to give y, and 
present y as signed version of m

Idea:

Anyone can decrypt message y using the public key

If the decrypted signature makes sense, then the signature 
is authenticated.



Essentially, a person uses 
their own private key to 
encrypt their signature and 
sends this as part of 
message

The person’s public key is 
used to decrypt the 
signature part  – if the 
resulting message is the 
sender’s signature then it 
authenticates the message 
as only the sender had 
access to the private key to 
encrypt the signature.

from Wikipedia



HTTPS

A secure version of HTTP (HyperText Transfer Protocol) 

Used to protect highly confidential online transactions like online 
banking and online shopping data

HTTPS pages typically use one of two secure protocols to encrypt 
communications:

- SSL (Secure Sockets Layer) or 

- TLS (Transport Layer Security)

Both the TLS and SSL protocols use 'asymmetric' Public Key 
Infrastructure (PKI) system



HTTP VS HTTPS

From: https://www.instantssl.com/ssl-certificate-products/https.html



Sample HTTPS “handshake” approach:
STEPS:

1. Client → Server 

“hello” and sends details of encryption and SSL it uses

2. Server → Client 

“hello” and sends SSL certificate containing Public Key and 
Digital Signature

3. Client → Server: 

message M encrypted with randomly created private key, 
P and send

encrypt private key P with server’s public key and send



ATTACKS ON ASYMMETRIC 
CRYPTOSYSTEMS 

Knowing Private Key

Advances in factoring … quantum computing etc.

Weakness in Implementation (side-
attacks/sabotaging: “back doors” in design or 
implementation or in operating system)



SUMMARY

o Data and information system security is one of the most reported 
aspects of Computing in the media

o A “story” of “villains” and “spies” - with whistle blowers, 
espionage, government secrets, government influence, etc.

oIn the Internet age, the age of Cloud computing, the age of 
personal devices, and advances in quantum computing, challenges 
and controversies only set to continue … 
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