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1 Introduction

1.1 Computer Networks

A Computer Network is a collection of autonomous devices interconnected by some type of network
technology. Networks come in many shapes & sizes. The Internet is a network of networks - The World
Wide Web is not a physical network; It is a distributed Client-Server application that runs over the Internet.

Two computers are said to be interconnected if they are able to exchange information. This connection can
be copper wire, optical fiber, wireless, etc.

1.1.1 Client-Server Model

The Client-Server model is employed in most network applications. The Server is a powerful machine that
can have multiple concurrent Clients accessing its resources at the same time. Clients are usually simpler
devices that run apps to interpret or display information provided by the server.

Clients - Server

* Client — Server Model

« Example - A network with two clients and
one server.

; R

o

| Network

Q\VE_J‘/
||I. ! .

The client-server model involves requests & replies. It employs at least two process: one running on the
server and one running on the client.

Client machine Server machine
Request
Y
--_-_'_\—u-
2 Reply \\
Client process Server process

1.1.2 Home Network Applications
Home Network applications provide a variety of uses including:

* Access to remote information such as newspapers, publications, etc.

* Person-to-person communication such as instant messaging, email, peer-to-peer communication,
interactive entertainment, and video on demand.

* Electronic commerce.
In peer-to-peer systems, there are no fixed clients & servers. Newer P2P systems don’t have a centralised

database. Lookup of the content comes from a local db-s maintained by each of the members. Besides
content, each user maintains a list of other users as well.
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1.1.3 Network Types
Network types include:

¢ Local Area Networks (LAN).
* Metropolitan Area Networks.
* Wide Area Networks.

* Wireless Networks.

* Home Networks.

¢ The Internet.

Classification of interconnected processors by scale:

Example

Personal area network

> Local area network

Metropolitan area network

> Wide area network

Interprocessor Processors
distance located in same
im Square meter
10m Room
100 m Building
1 km Campus
10 km City
100 km Country
1000 km Continent
10,000 km Planet

The Intemet
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1.1.4 Local Area Networks

Local Area Networks are privately owned networks within a single building or campus, up to a few
kilometres in size. LANS are restricted in size, so the worst case transmission time is bounded & known in
advance.

LANSs often use the same cable, to which all the machine in the network are attached. Speeds generally range
from about 100Mb/s to about 10Gb/s.

Various topologies are possible for broadcast LANs. Bus, Star (the most important of which is Ethernet, &
Ring topologies are the most common.

Ethernet is a bus-based network, with a bus and/or start topology, and is a broadcast decentralised network.
Ethernet usually operates at about 100Mb/s to 10Gb/s. Computers in an Ethernet network can transmit
whenever they want. If two packets collide, each computer just waits a random amount of time and tries
again later.

Computer
rd

e [['F Ty \Q\_/Ol/]

abla L] Compuber

(a) (b}

* Two broadcast networks
» (a)Bus
*» (b)Ring

Ia
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1.1.5 Metropolitan Area Networks

A Metropolitan Area Network (MAN) covers a city. One of the most commonly known examples of a
MAN is the cable Television Network available in many cities. Until the late 1990s these were intended for
television only, but cable providers soon realised that they could offer two-way Internet in the unused parts of
the spectrum. This transformed the TV network in a metropolitan area network.
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1.1.6 Wide Area Networks

Antenna

A Wide Area Network (WAN) spans over a large area, often a country or a continent. It contains a number
of machines called hosts that are connected by a communication subnet. The hosts are usually owned by
individuals, while the subnet is owned by the telecom or Internet providers.

The job of the subnet is to carry messages from host to host. Separation of the pure communication aspects
of the network (the subnet) from the application aspects (hosts) simplifies the complete network design.

Transmission Lines move bits between machines. They can be copper, optical fiber, radio, etc.

Switching Components are specialised computers that connect three or more transmission lines. When data
comes on one of the lines, the switching element must choose an ongoing line to forward the data. Router is
the technical name for these switching elements.

Il 0050
ook i

LAM

A store-and-forward or packet switched subnet is one where the packets are received entirely at intermediate
routers, stored until some outgoing transmission line is free, and then forwarded to the next router. When
packets are small & all the same size, they are called cells.



NETWORKS & DATA COMMUNICATIONS I

When a process on a host wants to send a message to another host in the network, the sending host cuts the
message into packets, each one carrying some sort of sequence number. Those packets are then injected into
the network one at a time, in quick succession. The packets are delivered over the network to the receiving
host, where they are re-assembled & delivered to the receiving process.

In this figure, all the packets from sender to receiver follow the same route: A — C' — E. In some subnets,
the packets must always follow the same path. In other subnets, the packets can follow different paths (they
are routed separately). When the packet is getting to router A, the decision to follow path C or path B is
made locally. This decision is made by and the way in which this decision is made is called the routing
algorithm.

Sending host

Q...L

Sending process

Receiving host

...J...Q

Router C makes a Recei n\ s
choice to forward G proasas

packets to E and
notto D

1.1.7 Wireless Networks

Bluetooth is an example of a system interconnection network, and it refers to interconnecting computer
components (monitor, mouse, keyboard, etc.). It is a master-slave topology. The master tells the slaves which
addresses to use, when they can broadcast, how long they can transmit, what frequencies they can use, and
other information.

Wireless LANs are networks in which each computer has a radio modem & antenna with which it can
communicate with other systems. IEEE 802.11 is a basic standard for wireless LAN. A number of newer,
derivative standards are now in place.

Cellular phone networks such as 3G/4G/5G are examples of Wireless WANs

* (a) Bluetooth configuration
* (b) Wireless LAN

Base | To wired network
station

(b)
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1.2 Network Software
1.2.1 Protocol Hierarchies

To reduce complexity of design, each network is organised as a layer, each one building upon the one below
it. The number of layers, the name of each layer, and the contents & the function of each layer differ from
network to network.

The purpose of each layer is to create services for the layer above, hiding the details of how of those services
are actually implemented to the those layers. The fundamental idea is that a particular piece of software (or
even hardware) provides a service to its users but keeps the details of its internal state & algorithms hidden
from them. Layer n on a machine carries a conversation with layer n on another machine. The rules &
conventions used in this conversation are known as Layer n protocol.

In essence, a protocol is an agreement between the communicating protocols on how communications are to
proceed. The entities that implement the protocol at different layers levels are called peers. It is peers who
communicate using a protocol.

In reality, no data is directly transferred from layer n on one machine to layer n on the other machine. In
effect, each layer passes data & control information to the layer below it, until the lowest layer is reached.
Below Layer 1 id the physical medium, through which the communication occurs. Between each pair of
adjacent layers is an interface. The interface defines which primitive operations & services the lower layer
make available to the upper one. The most difficult design issue is to define clean interfaces between layers.

A set of layers & protocols is called a Network Architecture. A Network Architecture has to contain enough
information to allow hardware & software engineers to design hardware & software that would obey the
correct protocol. A list of protocols used by a certain system, with one protocol per layer, is called a Protocol
Stack.

Layer 5 protocol

Layer 4/5 interface

Layer 3/4 interface

La‘.l"'afa I s o - Lﬂygra

Layer 2/3 interiace

Layar2 |a====cccecmcccccnaena- =| Layer 2

Layer 1/2 interface

Leyer 1 [4==========c====—====- =| Layer 1

Physical medium
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1.2.2 Protocol Hierarchies Example
The diagram below shows information flow supporting virtual communication in Layer 5.

Layer

5 (M Jammemeee- R Y s v

Layer3
|
3 [Ha[Ha[ ] [Ha| M, a-----?r?ﬁc?---wHa]m]wh] Ha Mz |
Layaer 2 T
L protocol
2[Hg[Ha [Ha[ My [Ta] - [Ha[Ha| M [Tp}------ ~{Ha[Ha[He[ Mi[To]|  [He[Hs| My [Ts
1
J
Source machine Deastination machine

A message is produced by an application process running at Layer 5. Message M is then given to Layer 4
for transmission. Layer 4 puts a header in the front of the message to identify the message and passes the
result to Layer 3. The header includes control information such as sequence numbers to allow Layer 4 in the
destination to determine to deliver messages in the right order, if the lower layers do not maintain sequence.
In some layers, headers can also contain sizes, times, & other control fields.

At Layer 3, there is a limit on the packet size that can be transmitted. Therefore, Layer 3 will break the
incoming message into smaller parts called packets, adding header H 3 corresponding to Layer 3 on each
packet. In this example, message M is splitinto M1 & M2.

Layer 3 decides which outgoing lines to use and passes the message to Layer 2. Layer 2 adds not only a
header to each piece, but also a trailer, and gives the resulting units to Layer 1 for physical transmission.

At the receiving machine, the message moves upwards, from layer to layer, with headers being stripped off as
it progresses.

1.2.3 Design Issues for the Layers

* Addressing - The consequence of having multiple destinations.
* Error Control - The receiver should be able to inform the sender which data was received correctly.

* Flow Control - Keep the sender from swamping a slow receiver with data and keep the sender from
swamping slow networks with data.

* Multiplexing - Use the same communications channel for multiple, unrelated conversations.
* Routing - When there are multiple paths between source & destination, one path must be chosen.

1.2.4 Connection-Oriented & Connectionless Services

Layers can offer two types of services to the layers above them: connection-oriented services & connectionless
services.

Connection-Oriented Services are modelled after the phone systems. The service users establish connections,
use the connections, & then releases the connection. The main idea is that the connection acts as a "pipe" -
At one end the data is pushed, and at the other end, data is received. In most cases, the order is preserved.
Sometimes, during the connection establishment phase, a negotiation is employed for establishing some
parameters of the connection.
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Examples of connection-oriented services include:

* Reliable message stream (sequence of pages)
* Reliable byte stream (remote login, file transfer, etc.)
* Unreliable connection (digitised voice or video).
Connectionless Services are modelled after the postal system. Each message carries the full destination

address, each one being routed through the system independent of others. It is possible that the messages will
arrive at the destination out of order.

Examples of connectionless services include:

» Datagram service (in analogy with telegram service).

* Acknowledges datagram service.

* Request-reply service.
Each service is characterised by the quality of service. Some services are reliable in the sense that they never
lose data. Usually, reliability is implemented with acknowledgements from the receiver that it received data.

This introduces overhead & delays in the communications, which in some cases is fine, but in other is not
(e.g. real-time voice & video communication).

1.2.5 Services to Protocols Relationship

A service is a set of primitives (operations) that a layer provides to the layer above it. A service relates to the
interface between layers.

A Protocol is a set of rules governing the format & meaning of packets exchanged by peer entities within a
layer. Protocols relate to the packets that are sent between peer entitites between different machienes.

Layerk + 1 Layerk + 1!
IService provided by layer k [
Protocol
Layerk fe-r=srmmmrmrrm e e e =| Layer k
Layer k - 1 Layer k - 1
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2 Reference Models

2.1 The OSI Reference Model

The Open Systems Interconnect (OSI) model is a network architecture based on a proposal developed by
ISO to standardise the protocols used in various layers.

Layer Name of unit

EXﬁmp'ES exchanged

- Application protocol
HTTP T — ) I <[ Appicaton | ArDU

Interface

SSL € | Presentation f----------- Prosentation protocel___ - =| Presentation | PPDU
Interface
Session protocol
5 | session [|w-----------SEESCOPIGOCRL ___________ - SPDU
Fault tolerance

HHH

TC PJ’I P 4 | Transport |=---------———- Trensport profcel. e =| Transport TPDU
Gommunication subnet boeundary
/_ Internal subnet protocol \

ATMNC 3\ Network |+—— A-I Network = ‘ Network |+ --=  Network ‘Packet
Ethernet MAC 2[ Data link |--- -I Datalink - ‘ Data link |- --=| Datalink ]Frame

. |
24 GHZ Rad|0 1‘ Physical |+ +| Physical -———-‘ Physical |~ --+=  Physical ‘Bit

Host A \ Router Router / Host B

Network layer host-router protocol
Data link layer host-router protocol
Physical layer host-router protocol

It consists of a seven layer design. The design principles that led to this seven-layer design as follows:

1. A layer should be created where a different abstraction is needed.
2. Each layer should perform a well-defined function.

3. The function of each layer should be chosen with an eye toward defining internationally standard-
ised protocols.

4. The layer boundaries should be chosen to minimise the information flow across the interfaces.

5. The number of layers should be large enough to avoid throwing together separate, distinct functions
out of necessity & small enough to avoid inefficiency.

2.1.1 OSI Layer 1 - The Physical Layer

The Physical Layer deals with transmitting raw bits over the communication channel. It addresses typical
questions such as:

* “How many volts are used to represent a ‘1’ and how many for a ‘0’?”

* “How many nanoseconds does a bit last?”

* “Is there full duplex transmission or not? (Both directions).”

* “How is the initial connection established and how is it torn down when both sides are finished?”

* “How many pins will the network connect have and what is each pin used for?”

It deals with design issues such as mechanical, electrical, & timing interfaces and the physical transmission
medium. Sending one bit ““1” on one side must be received on the other side as “1” not as “0”.
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2.1.2 OSI Layer 2 - The Data Link Layer

The purpose of the Data Link Layer is to transform the raw transmission facility (offered by the Physical
Layer) into a line that appears free of undetected transmission errors to the Network Layer.

It addresses several design issues:

* Error Detection & Correction: The sender breaks up the input data into data frames (typically a
few hundred or thousand bytes) and transmits the frames sequentially. If the service is reliable, the
receiver has to confirm the correct receipt of each frame.

* Flow Control: The flow of data must be controlled to prevent a fast transmitter from drowning a
slow receiver in data. Some traffic regulation mechanism is often needed to let the transmitter know
how much buffer space the receiver has at the moment. Usually, this is integrated with the error
handling mechanism.

* Broadcast networks have an additional issue in the Data Link Layer: how to control access to the
shared channel. A special sub-layer of the data-link layer, the medium access control sub-layer
deals with this problem.

2.1.3 OSI Layer 3 - The Network Layer

The Network Layer controls the operation of the subnet.

It addresses several design issues:

* Routing - How packets are routed from source to destination.

* Congestion Control - If too many packets are present in the subnet at the same time.
* Allow heterogeneous networks to be interconnected.

* In broadcast networks, the routing problem is thin or non-existent.

2.1.4 OSI Layer 4 - The Transport Layer

The Transport Layer accepts data from the above layer (the Session Layer), splits it into smaller units,
& passes them to the Network Layer. It ensures that these pieces arrive correctly at the other end. It also
determines what type of service to provide:

* The most popular type of transport connection is an error-free, point-to-point channel which delivers
messages or bytes in the order in which they were sent.

* Other types of transport services include delivering datagrams with no guarantee about the order of
delivery & broadcasting messages.

The Transport Layer is a true end-to-end layer, all the way from source to destination.

The Transport Layer has to perform its function in a way that isolates the upper layers from the inevitable
changes in the hardware technology.

Layers 1 to 3 are chained, while layers 4 to 7 are end-to-end layers.

2.1.5 OSI Layer 5 - The Session Layer

The Session Layer allows users on different machines to establish sessions between them. Sessions offer a
variety of services, including:
* Dialog Control - Keeping track of whose turn it is to transmit.

* Token Management - Preventing two parties from attempting the same critical operation at the same
time.

* Synchronisation - Marking long transmissions to make sure they can be resumed from where they
were when a crash occurred.

10
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2.1.6 OSI Layer 6 - The Presentation Layer

The Presentation Layer is not concerned with moving bits around, but with checking the syntax & semantics
of the data that is being moved by the layers below. In order to make it possible for computers with different
data representations to communicate, the data structures to be exchanged can be defined in an abstract way,
along with a standard encoding to be used on the wire. The Presentation Layer manages these abstract data
structures and allows higher-level data structures to be defined & exchanged.

2.1.7 OSI Layer 7 - The Application Layer

The Application Layer contains a number of different protocols & applications that are needed by the users.
A good example of a widely used application protocol is HTTP, which is the basis for the World Wide Web
distributed system. When a browser wants a page, it sends the name of the page to a web server using a
HTTP protocol.

2.2 The TCP/IP Reference Model

The Transmission Control Protocol / Internet Protocol (TCP/IP) is the network architecture that is used
by the Internet, which is essentially a packet switching network of networks based on a connectionless
internetwork layer. It consists of 4 layers, excluding the Presentation & Session layers in the OSI Model.

Oosl TCP/IP
7 Application Application
6 Presentation T~ Not present
5 A " in the model
4 Transport Transport
3 Network Internet
2 Data link Host-to-network
1 Physical

2.2.1 Layer 1 - The Host-to-Network Layer

The Host-to-Network Layer is below the Internet Layer. The TCP/IP Reference Model doesn’t say much
about the Host-to-Network Layer, other than the host has to connect to the network using some protocol, so
that it can send IP packets to it. This protocol is not defined & varies from host to host and from network to
network.

2.2.2 Layer 2 - The Internet Layer

The Internet Layer permits the hosts to inject packets into any network and have them travel independently
to the destination (potentially using different paths or networks). The packets may arrive in a different order.
It is the job of the higher layer to rearrange them.

The Internet Layer defines an official packet format & protocol, called the Internet Protocol (IP). The
purpose of the Internet Layer is to deliver IP packets to where they want to go. The two biggest issues for the
Internet Layer are packet routing and avoiding congestion.

11
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2.2.3 Layer 3 - The Transport Layer

The Transport Layer is designed to allow peer entities on the source & destination to carry out a conversation.
It has two end-to-end protocols: TCP & UDP.

* Transmission Control Protocol (TCP): End-to-end, reliable connection-oriented protocol that
allows a byte stream originating from one machine to be delivered with no error on another machine
in the Internet.

* User Datagram Protocol (UDP): Unreliable, connectionless protocol for applications that don’t
want TCP’s sequencing flow control and want to provide their own (or for apps that don’t want
connection overhead).

2.2.4 Layer 4 - The Application Layer

The Application Layer contains all the high level protocols: HTTP, file transfer, e-mail, Domain Name
System, etc.

Layer (OSI names)
TELNET FTP SMTP DNS Application
Protocols < TCP UoP Transport
IP Network
Networks { ARPANET | | SATNET LG, LaN | | Ehysicals

2.3 OSIvs TCP/IP

The OSI and TCP/IP models have a lot in common. Both are based on a concept of stack with independent
protocols. Additionally, the functionality of the layers is somewhat similar.

The concepts of Services, Interfaces, & Protocols are central to the OSI model. These three protocols are
perhaps the biggest contribution that OSI made.

» Services tell what a certain layer does, not how the entities above it access it, nor how the layer
works. It defines the layer’s semantics.

* Interfaces tell the processes above the layer how to access it. An interface specifies the parameters
& what results to expect. Interfaces say nothing about how the layer works internally.

* Protocols are the business of the peer layers. A layer can use any protocol so long as it gets the job
done (i.e., provides the offered services). The protocols can change without affecting the software in
the highest layer.

TCP/IP did not originally make a clear distinction between services, interfaces, & protocols. Some people
have attempted to retrofit services, interfaces, & protocols after the specifications to make it look more
like OSI. The only real services offered by the IP layer are SEND_IP_PACKET & RECEIVE_IP_PACKET.
Consequently, protocols in the OSI model are better hidden than in the TCP/IP model and can be replaced a
lot more easily (as the technology changes), without disturbing the layers above.

12
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The OSI reference was described before the protocols were invented, so the model is not biased towards a
set of protocols, and is instead rather generic. The downside of this is that the designers did not have much
experience of which function to put in which layer, etc.

In TCP/IP, the protocols came first. The TCP/IP model was just done as a description of these protocols, so
naturally, the protocols fit perfectly to the model. The problem with this is that the model does not fit any
other protocols, and is useless to describe any other type of model that is not TCP/IP based.

OSI has 7 layers, while TCP/IP has only 4.

The OSI model supports connectionless & connection-oriented services at the network layer, but only supports
one type of connection oriented service at the transport layer.

The TCP/IP model only supports connectionless services at the network layer, but offers both connection-
oriented & connectionless services at the transport layer, giving the users a choice.

2.3.1 Problems with the OSI Model & Protocols

The OSI model was never widely adopted, due in part to it’s poor timing (the TCP/IP model was already in
use when it was established) but mainly because of its poor technology & implementation.

The Session & Presentation layers in OSI are nearly empty, while others, like the Network & Data-Link layers,
are overcrowded. The OSI protocols & service definitions are very complex, bordering on incomprehensible.
Some of the functions in OSI (such as addressing, flow control, & error control) reappear again & again at
different layers, which is unnecessary & inefficient.

Given the complexity of the protocols, the implementations were huge & inefficient. People began to associate
OSI with poor quality because the implementations were so slow on the available equipment. In contrast, one
of the first implementations of TCP/IP was part of Berkeley’s UNIX and was quite good, as well as being
free.

2.3.2 Problems with the TCP/IP Model & Protocols
 Service, interface, & protocol not distinguished.
* Not a general model.
* The host-to-network layer is not really a layer.
* No mention of physical & data link layers.

* Minor protocols are deeply entrenched, hard to replace.

13
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2.4 The Hybrid Model
The Hybrid Model will be used in this course.

Application layer
Transport layer
Network layer
Data link layer
Physical layer

—- N W B o,

3 The Theoretical Basis for Data Communication & the Physical Layer

3.1 Fourier Analysis

A periodic signal with period 7' can be constructed as a sum of several sines & cosines.

g(t) = %c + Z apsin(2n ft) + Z bpcos(2mn ft)
n=1

n=1
Where:
1
« f=4
* a, & b, are the sine & cosine amplitudes of the nt" harmonics.

e c1is a constant.

Such a decomposition is called a Fourier Series. The original function of time can be reconstructed (by
performing the sum) if the period 7" is known and the amplitudes a,, b,,, and the constant c are given.

The a,, amplitudes can be computed for any g(¢) by multiplying the Fourier series by sin(27k ft) and
integrating from 0 to 7.

T
ap = ;/ g(t)sin(2mn ft)dt
0

The b,, amplitudes can be computed by multiplying the Fourier series by cos(27k ft) and integrating from 0

toT.

2

T
by = T/o g(t)cos(2mn ft)dt

The constant ¢ can be computed by simply integrating from 0 to 7.

) T
- = £)dt
c T/o g(t)
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3.2 Bandwidth-Limited Signals

Consider the ASCII character “b” encoded in a byte. The bit pattern to be sent is 01100010. The way to deal
with a data signal that has a fixed duration (like in our example) is to imagine that the entire pattern repeats
over & over again endlessly.

0 1 1 0 0 0 1 0

I
1
I
I
1
I
I
|
J

0 Time — T

The Fourier analysis of the signal yields the coefficients:

1 m 3m 67m Tm
a, = - [cos(:) -~ cos(T) + COS(T) - COS(T)]

b, = ; [sin(%m) - sin(?) + sin(7T’m) - sin(%")]

L

Cc=

The root mean square (RMS) amplitudes are of interest because those values show the energy transmitted at
the corresponding frequency. No transmission facility can transmit signals without losing some power in the
process. If all Fourier components were equally diminished, then the resultant signal would be reduced in
amplitude, but not distorted. Unfortunately, all transmission media diminish different Fourier components by
different amounts, resulting in a distortion of the signal at the receiving end.

Usually, the amplitudes are transmitted undiminished between 0 & a frequency F'c (F cut, measured in
Hz), with all frequencies above this F'c attenuated. The range of frequencies being attenuated is called the
bandwidth. In practice, the cut of frequency is not really sharp, so usually, this bandwidth is the range from
0 to the frequency where half of the power of the signal gets through.

The bandwidth is a physical property of the transmission medium, and usually depends on the construction,
thickness, & length of the medium. Consider our signal ASCII “B”, shown in figure (a) below. Look at how
the signal would look if only the lowest frequencies were transmitted (i.e., if the function was approximated
by only a few terms).
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Our signal and its root-mean-square Fourier amplitudes.
(b) — (c) Successive approximations to the original signal.

4 harmones

& i

(d) — (e) Successive approximations to
the original signal.

Given a rate of b bits per second, the time to send one byte is %, which is the period for the first harmonic.
The frequency of the first harmonic would be g Hz.

Bps T (msec) | First harmonic (Hz) # Harmonics sent
300 26.67 37.5 80
600 13.33 75 40
1200 6.67 150 20
2400 3.33 300 10
4800 1.67 600 5
9600 0.83 1200 2
19200 0.42 2400 1
38400 0.21 4800 0
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3.3 Maximum Data Rate of a Channel

For a noiseless channel, we determine the maximum data rate with the Nyquist Theorem:
MaxDataRate = 2Blog, V' [bits/sec]
Where:

* B is the bandwidth of the noiseless channel.
* V is the number of discrete levels of the signal transmitted through the channel.

If random noise is present, then the situation deteriorates rapidly. In reality, there is always random noise,
due to the motion of the molecules in the system. The amount of thermal noise is measured by the ratio of
the signal power to the noise power, called the signal-to-noise ratio:

SNRgg = 10log,, (]ff) [dB]

The signal to noise ratio is given in decibels (dB) and the ratio itself is not usually quoted. A ratio of 10 is
10dB, a ratio of 100 is 20dB, a ratio of 1000 is 30dB, and so on.
Shannon’s Theorem: g
MaxDataRate = Blog, <1 + N) [bits/sec]
Where:

* B is the bandwidth of the noisy channel.

. % is the signal-to-noise ratio of the channel.

Shannon’s Theory demonstrates that the maximum data rate through a channel is limited by the amount
of noise present, no matter how many or how few signal levels are used and no matter how frequently or
infrequently samples are taken. This limit is the upper limit, and real systems rarely achieve it.

3.4 Channel Organisation

Any communications channel has a direction associated with it.

Simplex Channel
Sender - Receiver

Half Duplex Channel

Sender/Receiver Receiver/Sender

Full Duplex Channel

Sender/Receiver Sender/Receiver

The message source is the transmitter, and the destination is the receiver. A channel whose direction of
transmission is unchanging is referred to as a simplex channel. For example, a radio station is a simplex
channel because it always transmits the signal to its listeners and never allows them to transmit back.

A half-duplex channel is a single physical channel in which the direction may be reversed. Messages may
flow in two directions, but never at the same time in a half-duplex system.

A full-duplex channel allows simultaneous message exchange in both directions. It really consists of two
simplex channels: a forward channel & a reverse channel, linking the same points. The transmission rate of
the reverse may be slower if it is used only for flow control of the forward channel.

17



NETWORKS & DATA COMMUNICATIONS I

3.4.1 Synchronisation

Data is not generally sent at a uniform rate through a channel. Instead, there is usually a burst of data followed
by a pause, after which the data flow resumes. Packets of binary data are sent in this manner, possibly
with variable-length pauses between packets, until the message has been fully transmitted. In order for the
receiving end to know the proper moments to read individual binary bits from the channel, it must know
exactly when a packet begins and how much time elapses between bits. When this timing information is
known, the receiver is said to be synchronised with the transmitter, and accurate data transfer becomes
possible. Failure to remain synchronised throughout a transmission will cause data to be corrupted or lost.

¢ The receiver should know the exact moment when the data is valid.

Two basic techniques are employed to ensure correct Synchronisation: synchronous & asynchronous
communication.

In synchronous systems, separate channels are used to transmit data & timing information. The timing
channel transmits clock pulses to the receiver. Upon receipt of a clock pulse, the receiver reads the data
channel and latches the bit value found on the channel at that moment. The data channel is not read again until
the next clock pulse arrives. Because the transmitter originates both the data & the timing pulses, the receiver
will read the data channel only when told to do so by the transmitter (via the clock pulse), and synchronisation
is guaranteed. Techniques exist to merge the timing signal with the data so that only a single channel is
required. This is especially useful when synchronous transmissions are to be sent through a modem. Two
methods in which a data signal is self-timed are: non-return-to-zero & bi-phase Manchester coding. These
both refer to methods for encoding a data stream into an electrical waveform for transmission.

* Data & timing information are sent separately (through separate channel or the same channel).

* The timing channel transmits clock pulses to the receiver.

» Upon receipt of a clock pulse, the receiver reads the data & latches it.

* The data is not read again until the next clock pulse arrive.
In asynchronous systems, a separate timing channel is not used. The transmitter & receiver must be preset
in advance on timings. A very accurate local oscillator within the receiver will then generate an internal
clock signal that is equal to the transmitter’s within a fraction of a percent. For the most common serial
protocol, data is sent in small packets of 10 or 11 bits, eight of which constitute message information. When
the channel is idle, the signal voltage corresponds to a continuous logic “1”. A data packet always begins
with a logic “0” (the start bit) to signal to the receiver that a transmission is starting. The start bit triggers

an internal timer in the receiver that generates the needed clock pulses. Following the start bit, eight bits of
message data are sent bit by bit at the upon baud rate. The packet is concluded with a parity bit & a stop bit.

* No separate timing information is used.
* The transmitter & receiver must agree in advance on timings.

* Start & stop conditions are used.

e Accurate oscillators will measure the bit widths.

3.4.2 Parallel Communication
1. Sender places data on the channel.
2. Sender asserts “data available”.
3. Receiver reads the data and asserts “ready” signal.
4. Sender de-asserts “data available” and it will be ready for a new data transfer.

18
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Multiple data
channels (B or more)

Data Available (sync. g
Sender channel) 8 Receiver

Ready (sync. Channel -
- optional )
Communication Media

data
data available

ready

time

3.4.3 Serial Communication

In synchronous systems, separate channels are used to transmit data & timing information. The timing
channel transmits clock pulses to the receiver. Upon receipt of a clock pulse, the receiver reads the data
channel & latches the bit value found on the channel at that moment. The data channel is not read again
until the next clock pulse arrives. Because the transmitter originates both the data & the timing pulses, the
receiver will read the data channel only when told to do so by the transmitter (via the clock pulse) , and
synchronisation is guaranteed.

Techniques exist to merge the timing signal with the data so that only a single channel is required. This is
especially useful when synchronous transmissions are to be sent through a modem. Two methods in which a
data signal is self-timed are non-return-to-zero and bi-phase Manchester coding. These both refer to methods
for encoding a data stream into an electrical waveform for transmission.

* Data & sync info are sent separately.
* Examples: 12C, USB, SPL

Synchronous

One data line

Clock channel
Sender _ (sync. channel) 9 Recelver

Communication Media
data

clock

time

In the most common protocol of asynchronous serial transmissions, data is sent in small packets of 10 or 11
bits, eight of which constitute message information. When the channel is idle, the signal voltage corresponds
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to a continuous logic 1. A data packet always begins with a logic 0 (the start bit) to signal to the receiver that
a transmission is starting. The start bit triggers an internal timer in the receiver that generates the needed
clock pulses. Following the start bit, eight bits of message data are sent bit by bit at the agreed upon baud
rate. The packet is concluded with a parity bit & stop bit. The packet length is short in asynchronous systems
to minimise the risk that the local oscillators in the receiver & transmitter will drift apart. When high-quality
crystal oscillators are used, synchronisation can be guaranteed over an 11-bit period. Every time a new packet
is sent, the start bit rests the Synchronisation, so the pause between packets can be arbitrarily long.

* Packet length is short (to minimise local oscillators drift).
* Examples: RS232

Asynchronous

One data line
Sender >  Receiver

Communication Media
data TR B0 T 110D
time

Start Message Bits (usually &) Swp
Bit Bit

3.5 Noise & Distortion

Long conductors act like receiving antennae for electrical noise radiated by motors, switches, & other
electrical circuits. Electrical signals get distorted when passing through metallic conductors due to limitations
of bandwidth & internal thermal noise of the transmission media.

Because of the high switching rate & relatively low signal strength found on buses within a computer (such as
data, address, etc.), direct extension of the buses beyond the boundaries of the main circuit board or plug-in
boards would pose serious problems.

* Firstly, long runs of electrical conductors, either on printed circuit boards or through cables, act like
receiving antennae for electrical noise radiated by motors, switches, & electronic circuits.

* A second problem involves the distortion of electrical signals as they pass through metallic conductors.
Signals that start at the source as clean, rectangular pulses may be received as rounded pulses with
ringing at the rising & falling edges.
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Noise Source
+5V \: +5V
Noise :
Input. e / . Signal Conductor [ Output

‘& Ground Return
Noise effect

| | Noise Effect m

Transmitted Signal
Received Signal

-|—L Distortion Effect - J“"‘L

Transmitted Signal
Received Signal

3.5.1 Noise Compensation

Distortion effects are properties of transmission through metallic conductors, and become more pronounced
as the conductor length increases. To compensate for distortion, signal power must be increased or the
transmission rate decreased.

Special amplifier circuits are designed for transmitting directly (un-modulated) digital signals through cables.
For the relatively short distances between components on a printed circuit board or along a computer
backplane, the amplifiers are in simple IC chips that operate from standard +5V power. The normal output
voltage from the amplifier for logic 1 is slightly higher than the minimum needed to pass the logic 1 threshold.
Correspondingly, for logic 0, it is slightly lower. The difference between the actual output voltage & the
threshold value is referred to as the noise margin, and represents the amount of noise voltage that can be
added to the signal without creating an error.

Line Amplifier
Input Output

Logic "1" . 5V
Logic “1"

minimum-| Vv
Logic "0" | 1V

minimum

Logic 0" oy

Input (distorted) Signal Output (restored) Signal

3.5.2 Data Transfer over Long Distances

When relatively long distances are involved in reaching a peripheral device, driver circuits must be inserted
after the bus interface unit to compensate of the electrical effects of long cables (noise & distortion). This is
the only change needed if a single peripheral is used.
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However, if many peripherals are connected, or if other computer stations are to be linked, a Local Area
Network (LAN) is required, and it becomes necessary to drastically change both the electrical drivers &
the protocol to send messages through the cable. Because multi-conductor cable is expensive, bit-serial
transmission is almost always used when the distance exceeds 10 meters.

In either a simple extension cable or a LAN, a balanced electrical system is used for transmitting digital data
through the channel. This type of system involves at least two wires per channel, neither of which is a ground.
Note that a common ground return cannot be shared by multiple channels in the same cable as would be
possible in an unbalanced system.

uProcessor Cable

~ . - (usually less than| Peripheral |

~fi= Bus Balanced i
System Bus | Interface - Line Driver M Device or
Se another

Circuitry || Circuitry Cornsinitis

Memory

Computer

3.5.3 Balanced Line Transmission

The basic idea behind a balanced line circuit is that a digital signal is sent on two wires simultaneously,
one wire expressing a positive voltage image of the signal, and the other a negative voltage image. When
both wires reach the destination, the signals are subtracted by a summing amplifier, producing a signal
swing of twice the value found on either incoming line. If the cable is exposed to radiated electrical noise, a
small voltage o the same polarity is added to both wires in the cable. When the signals are subtracted by the
summing amplifier, the noise cancels out, and the signal emerges from the cable without noise.

Noise Source

Noise added to the

Transmitted
Signal : signal
Received Signal
J_l— Balanced Positive Signal | + | |
cablesper . | SUmming
Negative Signal PR et - Amplifier
NN
Noise Effect

» The signal is sent over two wires simultaneously.

— One wire is carrying the positive signal.
— One wire is carrying the negative (inverted) signal.

* At the receiver, the signals are subtracted by a summing amplifier producing a stronger signal than
any of the signals swinging on the individual lines.

* When the signals are subtracted, any induced noise cancels.

3.6 Guided Transmission Data

3.6.1 Twisted Pair

Twisted Pair consists of two insulated copper wires, typically about 1mm thick. The wires are twisted
together in a helical form. Twisting is done because two parallel wires constitute a fine antenna. When
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the wires are twisted, the waves radiated from different twists cancel each other out. The wires are usually
bundled together & encased in protective shields when coming from, say, a block of apartments to a phone
company. If the wires were not twisted, the interference between the wires part of the same bundle would be
significant.

Twisted pair wires can be used for the transmission of both digital & analog signals. The bandwidth depends
on the thickness of the wire & the distance, but usually several Mbps can be easily achieved.

Cat 2 UTP (16 MHz) was used until 1988 to wire telephone systems, but was later replaced by Cat 5 UTP
and later variants (with more twists per centimeter, resulting in less cross-talk and better quality signals over
longer distances), able to handle about 100Mhz. Later categories include 6 & 7, which are able to handle
signals of 250MHz & 600MHz, therefore having higher data rates over longer distances.

> N TN TN TN

(@)

(b)

(a) Category 3 UTP.
(b) Category 5 UTP.

3.6.2 Coaxial Cable

Coaxial Cables are better shielded than twisted pair cables and can span over longer distances at higher
speeds. 50 Ohms (for digital transmission) & 75 Ohms (for analog transmission) are available. Due to the
construction & the shielding process, the coax cables can have large bandwidth, up to 1GHz. Coaxial cables
used to be largely utilised by phone companies for long distance lines, but have now been replaced with fibre
optics.

Copper Insu\ating Braided Prntgctive
e malB{al / ggll'bed'uctor / E:Javs:r?"'g
R

w=b) PR
BEROE000)

3.6.3 Fibre Optics

The achievable bandwidth for optical fibre is in excess of 50Tbps (50,000 Gbps). However, the current
practical signalling limit is 10Gbps, due not to the characteristics of the optical fiber, but by our inability to
convert electrical signals into optical signals any faster.

An Optical Transmission System has three components:

* The light source.
¢ The transmission medium.
¢ The detector.
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Conventionally, a pulse of light indicates a 1 & an absence of light indicates 0. The transmission medium
is a thin optical fibre, and the detector generates an electrical pulse when light falls on it. By attaching the
source of light at one end of an optical fibre, and the detector at the other end, we have a unidirectional data
transmission system that accepts electrical signal, converts it into light, transmits it over the optical fibre, and
is received by the detector and transformed back into electrical signal.

The angle at which the light is injected into the optical fibre is very important. Because of refraction, the light
can either escape the fibre, or be “trapped” inside it, with virtually no loss.

Air
Air/silica Total intemal
boundary 1 ‘ B2 Bs /reﬂecnon.

h
LA A AR INNNA
Silica Light su/ulce

(a) (b)

(a) Three examples of a light ray from inside a
silica fiber impinging on the air/silica boundary
at different angles.

(b) Light trapped by total internal reflection.

In a multimode fibre, many different rays could bounce inside of the fibre, at different angles. In a single
mode fibre, the diameter of the fibre is reduced to a few wavelengths of light, which causes the light to
propagate only in straight lines. Single mode fibres are more expensive, and are used for transmission on
very long distances. S0Gbps for over 100Km are possible, without any amplification.

Sheath Jacket
[glasm

Cladding Jacket

(glass) (plastic) Core Cladding

(a)

For multimode fibres, the core is 50 microns. For single mode fibres, the diameter of the core is 8 to maximum
10 microns. Fibres can be connected in three ways: connectors, splicing, & fusing.
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Transmission of Light through
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Attenuation of light through fiber in the infrared region.

The attenuation of light through glass (the raw material used for optical fibre cables) depends on the
wavelength of the light & the physical properties of the glass. For example, an attenuation of 2 is given by
10log, = 3dB. Visible light is from 0.4 to 0.7 microns (400 to 700nm). Three wavelength bands are used for
communication, centred on: 0.85 microns, 1.30 microns, & 1.55 microns.

As the ray of light travels down the fibre, chromatic dispersion (the process of spreading of the wavelength)

is occurring. By making the pulses of a special shape, called solitons, nearly all the dispersion effects can be
cancelled out.

A comparison of semiconductor diodes and
LEDs as light sources.

Item LED Semiconductor laser
Data rate Low High
Fiber type Multimode | Multimode or single mode
Distance Short Long
Lifetime Long life Short life
Temperature sensitivity Minor Substantial
Cost Low cost Expensive

Two types of light sources can be used: LED & Semiconductor Lasers. The receiver is a photodiode, which

gives an electrical pulse when struck by light. The response time is usually 1 nanosecond, which limits the
data rates to about 1Gbps.
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A fiber optic ring with active repeaters.

To/from computer

/ Copper wire

Direction
r/ — of light

propagation

Computer

Yy ot interface
AY
06

/ \
/ Fiber Optical Signal Optical
receiver regenerator  transmitter
Optical fiber Interface (photodiode)  (electrical) (LED)

A ring network is just a collection of point-to-point links. The interface on each computer passes the light
pulse stream through to the next link and also serves as a T-junction to allow the computer to send & accept
messages. The interfaces could be passive (tapping an LED & a photodiode on the fibre) or active (presented
in the above figure). The passive interface loses signal, so therefore, the light cannot travel very far, and the
size of the network is limited. If an active repeater fails, the ring is broken and the network goes down.

3.7 Wireless Transmission

3.7.1 The Electromagnetic Spectrum

The number of oscillations per second of a wave is called its frequency (f), measured in Hertz. The distance
between two consecutive maxima (or minima) is called wavelength )\, measured in metres. In vacuo, all
electromagnetic waves travel at the same speed, which is the speed of light ~ 3 x 10® m/s. In copper, all
waves travel at about % the speed of light.

The relation between the frequency & wavelength of an electromagnetic wave (in vacuo) is given by the
relation:
A =c

Since c is a constant (the speed of light), if we know the frequency, then we can compute the wavelength, and
vice-versa.

The electromagnetic spectrum and its uses for
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Almost all transmissions use a narrow frequency band (with few exceptions - frequency hopping spread
spectrum & direct sequence spread spectrum). For the moment, we assume all transmission do use a narrow
frequency band.

3.7.2 Radio Transmission

_-=~Zohere .
Ground - u‘s_D!‘_e_-.:ﬂ_—_-_.‘, -
waue E

T / - _'_‘--,,_h_ ‘-\\ )
// Earth's surface \\\ V Earth's surface \q:f

(a) (b)

(a) In the VLF, LF, and MF bands, radio waves
follow the curvature of the earth.

(b) In the HF band, they bounce off the
ionosphere.

3.7.3 Microwave Transmission

Microwaves travel in straight lines above 1000MHz. If two points are too far apart, repeaters are needed
between them. Microwaves can’t pass through buildings, and if over SGHz, the waves will be absorbed by
water such as rain. Microwave transmission is widely used for long-distance communication, which has
resulted in a shortage of available bandwidth.

Microwaves have a multipath fading problem. Multipath fading refers to the fact that delayed waves may
arrive out of phase with the direct wave and thus cancel the signal. Some operators keep their channels idle
as spares to switch on when multipath fading wipes out some frequency band temporarily. Multipath fading
is a phenomenon that is dependant on weather & the operating frequency.

3.8 Politics of the Electromagnetic Spectrum

Because radio is capable of travelling long distances, interference between users is a problem. For this
reason, governments license the use of radio transmitters.

The Industrial, Scientific, and Medical band (ISM) is different from country to country.

The ISM bands in the United States.

26 835 125

Bandwidth MHz MHz MHz
Freq. 202 928 24 2.4835 5.735 5.860
MHz MHz GHz GHz GHz GHz

3.9 Infrared & Millimeter Waves

Infrared & millimeter waves are widely used for short range communications (i.e., used in remote controls).
They are directional & easy to build but don’t pass through objects. However, this is also a plus, because it
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means no interference with similar systems sitting in the next room, no security issues, etc. No government
license is needed to operate infrared systems.

Infrared & millimeter waves are also sometimes used in interconnecting some devices as well, i.e., mice to
computers, mobile phones to other equipment, etc. The more we go from long wave radio towards visible
light, the electromagnetic waves behave more & more like light and less & less like radio.

3.10 Communication Satellites

In its most simple form, a communication satellite can be seen as a big microwave repeater up in the sky. It
contains several transponders, each of which listens to some portion of the spectrum, amplify the incoming
signal, and then rebroadcast it to another frequency to avoid interference with the incoming signal. The
downward beam can be broad (covering a large area of Earth’s surface) or can be narrow (covering only a
few hundred kilometers in diameter).

Issues with satellites:
* Orbital Period - The higher the satellite, the larger the orbital period. (At an altitude of about
36,800km, the period is about 24 hours. At 384,000 km, the period is about 1 month).

* Presence of the van Allen belts - Layers of highly charged particles trapped by the Earth’s magnetic
field. Any satellite flying inside of those belts would be quickly destroyed.

Altitude (km) Type Latency (ms) Sats needed
35,000 GEO 270 3
30,000 —

25,000 —+
20,000 —
Upper Van Allen belt
15,000 -
10,000 —}E:%ZD MEQ 35-85 10
5,000

Lower Van Allen belt

0 - 1=7 50
E:ﬁ:ﬂ LEO

Communication satellites and some of their properties,
including altitude above the earth, round-trip delay time
and number of satellites needed for global coverage.

Geostationary Earth Orbit (GEQ) satellites sit at an altitude of about 35,800km in a circular equatorial
orbit.

The principal satellite bands.

Band Downlink | Uplink | Bandwidth Problems

L 1.5GHz | 1.6 GHz 15 MHz | Low bandwidth; crowded
S 1.9GHz | 2.2GHz 70 MHz | Low bandwidth; crowded
c 40GHz | 6.0GHz 500 MHz | Terrestrial interference
Ku 11 GHz | 14 GHz 500 MHz | Rain

Ka 20GHz | 30GHz | 3500 MHz | Rain, equipment cost

28



NETWORKS & DATA COMMUNICATIONS I

Very Small Aperture Terminals (VSATSs) can be 1 metre in size or smaller, in contrast to the 10 meters
required for GEO satellites communication.

VSATS using a hub.

Communication

/k / satellite

3.10.1 Middle Earth Orbit Satellites

Middle Earth Orbit (MEOQ) satellites sit between the two van Allen belts. They must be tracked as they move
through the sky. Less powerful transmitters are required to reach them. MEO satellites are not usually used
for communication. One example of their use is General Positioning System (GPS) satellites. Currently,
there are about 30 MEO satellites used the GPS system orbiting at about 18,000km. GPS needs a minimum
of 24 satellites to operate and the typical number of active GPS satellites is about 30. GPS receivers released
since 2018 have much higher accuracy, pinpointing to within 30 centimeters.

3.10.2 Low Earth Orbit Satellites

Low Earth Orbit (LEO) satellites sit below the van Allen belts. Due to their motion, a large number of LEO
satellites are required for full coverage. Because they are low orbit, the ground stations that communicate
with them do not need much power, and the round trip is only a few milliseconds. Examples include Iridium
and Starlink.
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(a) The Iridium satellites from six necklaces
around the earth.

(b) 1628 moving cells cover the earth.

3.11 Modems

Due to attenuation (and other discussed problems), square waves (digital signal) cannot be used for long-
distance transmission. Instead, AC signalling is used, with a continuous tone, around 1000 - 2000Hz, called
a sine wave carrier. The amplitude, frequency, or phase of this AC signal can be modulated to transmit
information.

Modulation is a technique by which analogue signals are used as carriers for digital signals. Many types of
modulation are possible, including amplitude, frequency, & phase modulation.

* Amplitude Modulation - Two different amplitudes are used to represent 1 or 0.
* Frequency Modulation - Two (or more) different tones are used. Also called Frequency Shift
Keying.

¢ Phase Modulation - The carrier wave is shifted 0° or 180° at bit intervals to show a transition. A
better scheme is to use shifts of 45°, 135°, 225°, or 315° to transmit two bits of information.

Modems (Modulator/Demodulator) are special devices which are connected to the computer system through
techniques covered in Communication over Short Distances. Modems accept a serial stream of bits as input
and produce a carrier modulated by one or more of the aforementioned methods. The modem is inserted
between the digital computer and the analog telephone system.

] 1 o 1 1 L] o 1 o o 1 o ]
I { t i
(a) H - - !
P A A R A A N A
i : H ; i H i | | i i

== Phase changes =

(a) A binary signal (c) Frequency modulation
(b) Amplitude modulation  (d) Phase modulation
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A good example of data communications over longer distances using copper wire is the use of the telephone
network for one’s home internet connection. Transmissions over such distances are not generally accom-
plished with a digital-wire link, unless you have fibre to the home, but rather with digitally-modulated analog
carrier signals, as these are easier to transmit intact over a bandwidth-limited link to the ISP. This technique
makes it possible to use existing phone lines for digital data, although at possibly reduced data rates compared
to a direct digital link.

Transmission of data from one’s home over phone line requires that data signals be converted to modulated
carrier waves by a modem. One or more sine wave carriers are used, and, depending on the baud rate &
protocol, the modem will encode data by varying the frequency, phase, or amplitude of the carrier. The
receiver’s modem accepts the modulated sine wave & extracts the digital data from it. Several modulation
techniques are typically used in encoding digital data for transmission.

A phone line has a band of 3,000Hz, so, by Nyquist theorem, there is no point in sampling the line at faster
rates than 6,000 times per second. In practice, most modems sample at 2,400 times per second and focus on
getting more bits per sample. The number of samples per second is measured in baud. During one baud, one
symbol is sent. One symbol can consist of one or more bits. n baud line transmits n symbols per second. A
2400bps line transmits one symbol about every 416.667 microseconds. If the symbol consists of 2 bits per
symbol, then the bit rate is 4800 bits per second.

* The bandwidth of a medium is the range of frequencies that pass through with minimum attenuation.
It is a physical property of the medium, 0 to some maximum frequency, measured in Hertz.

* The baud rate is the number of samples made per second. One symbol is sent out per sample, thus
the baud rate & the symbol rate are the same.

* The bit rate is the amount of information sent over the channel. It is equal to the number of symbols
per second times the number of bits per symbol.

%0 20 %0
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s sle s eece | scee
™ . T
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(a) (b) ()

The above diagrams are called constellation diagrams. Each constellation diagram shows the legal combina-
tions of amplitude & phase. Each modem uses its own constellation diagram and can talk only with modems
that implement the same constellation diagram.

In Quadrature Phase Shift Keying (QPSK) four phases are used. In Quadrature Amplitude Modulation
16 (QAM-16), four amplitudes & four phases are used to form a total of 16 possible combinations. In other
words, a symbol can encode 4 bits, 9600 bits per second over a 2400 baud line. In Quadrature Amplitude
Modulation 64 (QAM-64), there are a total of 64 possible combinations. In other words, a symbol can
encode 6 bits. Higher order QAMs are also used.
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180 0 0
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270 270
(a) (0) (c)
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With many points in the constellation diagram, even a small amount of noise would result in transmission
errors. Trellis Coded Modulation (TCM) is used, where besides the data, a symbol also contains parity
checking.

Modems are bidirectional devices, by using different frequencies for different directions. Bidirectional
simultaneous connections are called full duplex connections.

3.12 Digital Subscriber Lines

Services with more bandwidth than standard telephone services are called broadband, although the term is
more marketing than technical.

Digital Subscriber Line (DSL) services started to be offered by phone companies, to be competitive on the
broadband services market (TV & satellite companies were already offering broadband services).

The reason why modems are so slow is that phone lines were invented to carry human voice, not data.
Therefore, frequencies below 300Hz and above 3100Hz were artificially filtered out. Cutoff filters were
added on the local loops to filter out frequencies other than voice. The cutoff is not sharp, so the bandwidth
is usually quoted to be 4000Hz even though the distance between the 3dB points is 3100Hz. Thus, data is
restricted to this narrow band.

The trick that made DSL (or Asymmetric DSL (ADSL)) work is that when a customer subscribes to it, the
incoming line is connected to a different kind of switch in the end office that doesn’t have this voice filter
installed, thus making the entire capacity of the loop available.

The capacity of the local loop depends on the length & thickness of the cable, and a plot of it is presented
below. Therefore, the ADSL services are limited to customers that are within a certain radius from the end
office (phone company switch).

Mpbs

10

0 1000 2000 3000 4000 5000 8000
Meters

The available spectrum of the local loop (which is 1.1MHz for a decent service) is divided into 256 channels
of 4312.5Hz each. Channel 0 is used for POTS (Plain Old Telephone Service). Channels 1 to 5 are not used,
to make sure that there is enough guard between voice & data. The remaining 250 channels are used for
data & stream control (one is used for upstream control & one is used for downstream control). It is up to
the provider how many channels will be used for upstream & downstream. A 50-50 mix for upstream &
downstream is possible, but usually providers allocate more for downstream than for upstream, usually 80%
downstream, 20% upstream, as most of the users are using the line for Internet, and thus pull pages down
onto their system. This is why DSL turned into ADSL. A common split is 32 channels for upstream, and the
rest for downstream.

Within each channel, a modulation schema similar to V.34 is used, although the sampling rate is 4000 baud
instead of 2400. The line quality in each channel is constantly monitored, and the data rate is adjusted
continuously as needed, so different channels may have different data rates. The data is sent with QAM
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modulation, with a maximum of 15 bits per symbol. With 224 downstream channels, the downstream data bit
rate is about 13.4Mbps. In practice, the signal to noise ratio is never good enough to achieve this bit rate, but
8Mbps is possible on short local loops, and the ADSL standard goes this far.

256 4-kHz Channels

Power

0 25 1100 kHz

- -
Voice  Upstream Downstream

Operation of ADSL using DMT (Discrete
Multi Tone) modulation.

A telephone company technician must install a Network Interface Device (NID) in the customer’s house.
Close to or combined with the NID, a splitter is installed, which is an analog filter which separates the phone
signal (0 to 4000Hz) from the data signal (over 26kHz).

The ADSL modem is actually a signal processor that acts as 250 QAM modems, operating in parallel at
different frequencies available for each channel. Usually, the connection between the modem & the computer
is Ethernet-based.

At the end office, a special Digital Subscriber Line Access Multiplexer (DSLAM) receives the data over
26kHz (separated by the splitter) and recovers the bit stream from the data (same function as the ADSL
modem at the customer end). The low frequency signal (POTS signal), is sent to a conventional switch.

3.13 Trunks & Data Multiplexing

High bandwidth trunks are available between switching offices. The data collected from end loops needs to
be multiplexed over those high-bandwidth trunks. There are two main categories for data: FDM & TDM.

* In Frequency Division Multiplexing (FDM), the frequency spectrum is divided into frequency
bands, with each user having exclusive possession of some band.

* In Time Division Multiplexing (TDM), the users take turns (in a round robin fashion), each one
periodically getting the entire available bandwidth for a short period of time.

3.13.1 Frequency Division Multiplexing

The below diagram presents how voice-grade telephone channels are multiplexed using FDM. When many
channels are multiplexed together, 4kHz bandwidth is allocated to each channel to keep them separated. First,
each channel is raised in frequency, each by a different amount. Then, they can be combined, because no
channel will occupy the same portion of the spectrum/

FDM schemata are, to some degree, standardised. A widespread standard is twelve 4kHz voice channels
multiplexed into sixty 108kHz baud. This is called a group. Five groups can be multiplexed into a supergroup.
Five supergroups can be multiplexed into a mastergroup.
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Wavelength Division Multiplexing (DWM) is a variation of FDM at very high frequencies, used primarily
over optical fiber trunks. Systems with 96 channels of 10Gbps each are available in production. 960Gbps is
enough to send approximately 30 full movies per second.
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3.13.2 Time Division Multiplexing

Time Division Multiplexing is how multiple analog telephone channels are digitised & combined onto a
single outgoing digital trunk. The analog data is digitised in the end office by a device called a codec. The
codec makes 8000 samples per second (125 us per sample, is, according to Nyquist’s theorem, enough to
sample at twice the bandwidth of the signal to capture all the information carried by the signal) and measures
the amplitude of each sample with a precision of 8 bits. This process is called Pulse Code Modulation
(PCM), and forms the heart of the modern telephone service. As a consequence, all time intervals within a
phone system are multiples of 125us.
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Incompatible schemata are in use in the US & Europe; Japan & the US use the T1 carrier (presented below),
while the El carrier is used in the EU.

= 193-bit frame (125 usec) -
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Each T1 frame accommodates 24 channels (each sampled 8000 times per second, 7 bits per sample), giving a
gross data rate of 1.544Mbps. An extra bit is used for framing control. This bit changes value from 0 to 1,
and from 1 to O every frame. The changing patter is 01010101...and is used by the receiver to ensure that it
is not loosing synchronisation. Analog customers cannot generate this wave, as it corresponds to a sine wave
at 4000Hz and this frequency is not present in analog voice channels.

E1 has 32 channels, with 8 bits per channel packed into the basic 124 us frame. This yields to a gross data
rate of 2.048Mbps.

Consecutive samples
always differ by *1

16 - \ éé ™\ Signal changed too
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310 \
¥
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1011111000000000111111/
AJL Time ———»

4 Bit stream
Sampling sent
interval

Once the voice channel has been digitised, it is tempting to use statistical techniques to obtain fewer bits
per sample, thus requiring lower bandwidth to carry the voice information. All the compaction methods are
based on the fact that the analog voice signal is changing relatively slowly in comparison to the sampling
frequency, so much so that that the information in the 7" & 8 bits is redundant.

Differential Pulse Control Modulation (DPCM) is based on producing as output the difference between
the current value and the previous one. Since jumps of 16 in a scale from - to 128 are unlikely, just 5 bits
are enough to represent the audio signal. If the signal does occasionally jump sharply, then a few samples are
required to catch up with the new value. For human speech, this kind of error can be ignored.
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Delta Modulation is a variation of DPCM that requires the current value to differ by only +1 from the
previous value. Under those conditions, just one bit can be sent to indicate if the next value is over or below
the previous value.
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Multiplexing T1 streams into higher carriers.
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Internet over Cable (2)

Toll  High-bandwidth End  Local
office fiber trunk

!

twisted pair

(b)

Spectrum Allocation

Frequency allocation in a typical cable TV system
used for Internet access
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Typical details of the upstream and downstream
channels

Coaxial cable Downstream channel without contention:

o

27 Mbps using QAM-64 and 184-byte pay

ISP

Packet Upstream channel with contention:
9 Mbps using QPSK and 8-byte minislots
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4 Medium Access Control (MAC) Sublayer

4.1 The Channel Allocation Problem

In broadcast networks, the key issue is how to determine who gets to use the channel when there is competition
for it.

4.2 Multiple Access Protocols
4.2.1 CSMA Protocols

Carrier Sense Multiple Access (CSMA) protocols are protocols in which stations listen for a carrier (i.e.,
transmission) and act accordingly. Networks based on these protocols can achieve better channel utilisation
that .

2

CSMA Protocols include:

* 1 Persistent CSMA.

* Non-Persistent CSMA.
» p-Persistent CSMA.

* CSMA CD.

1 Persistent CSMA:

¢ When a station has data to send, it first listens to the channel.

* If the channel is busy, the station waits until the channel is free. When it detects an idle channel, it
transmits the frame.

* If collision occurs, it will wait a random amount of time and then start again.

» The protocol is called 1 Persistent because the station sends with probability of 1 when it finds the
channel idle, meaning that it is continuously listening.

* The propagation delay has an important effect ton the performance of the protocol. There is a small
chance that just after a station begins sending, another station will sense the channel is idle (before
the signal from the first station reaches it). The longer the propagation delay, the more important this
effect becomes, and the worse the performance of the protocol.

* Even if the propagation delay is zero, there will still be collisions. Imagine that two stations wanted
to transmit data at the same time, but a third station is busy transmitting. Both stations will wait until
the third has finished transmitting, sense the idle channel, & begin sending.

Non-Persistent CSMA :

* A station senses the channel before sending. If there is no activity, it sends its frame.

* If the channel is busy, then instead of continuing to sense the channel until it becomes idle, it simply
retries at a later time by waiting a random period of time & repeating the algorithm.

* With this algorithm, fewer collisions will happen; thus better channel utilisation, at the cost of longer
delays than 1 Persistent CSMA algorithm
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Persistent and Non-persistent CSMA

Comparison of the channel utilization versus
load for various random access
protocols.
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p-Persistent CSMA:

* Applies to slotted channels.

* When a station becomes ready to send, it senses the channel. If the channel is idle, then the station
will transmit with a probability of p. With a probability of g, it defers the next slot.

* If the next slot is also idle, it transmits or defers again with probabilities of p & q.

* This process is repeated until the frame either gets transmitted or another station begins transmission.
CSMA with Collision Detection:
* An improvement over CSMA protocols is for a station to abort its transmission when it sense a

collision.

* If two stations sense the channel idle & begin transmission at the same time, they will both detect
the collision immediately. There is no point in continuing to send their frames, since they will be
garbled.

 Rather than finishing the transmission, they will stop as soon as the collision is detected, saving time
& bandwidth.

* This protocol is widely used. In particular, it is the basis for Ethernet LAN.
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CSMA with Collision Detection
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CSMA/CD can be 1n one of three states:
contention, transmission, or idle.

* At the point marked ¢, a station has finished transmitting its frame. Any other station that has a
frame to send may now attempt to do so. If two or more stations decide to transmit simultaneously,
there will be a collision. Collisions can be detected by looking at the power of the line or at the pulse
width of the received signal & comparing it with the transmitted signal.

* After a station detects a collision, it aborts its transmission, and waits a random period of time before
trying again. Therefore, the CSMA/CD will consist of alternating contention & transmission periods,
with idle periods occurring when all stations are quiet.

* The minimum time to detect a collision is two times the time it takes the signal to propagate from
one station to another. In worst-case scenarios, the two stations can be at the ends of the cable -
Therefore, the minimum time to detect a collision is the round-trip propagation delay for the whole
cable segment.

* The sending station has to monitor the channel for collision during transmission. Therefore, CS-
MA/CD is a half-duplex system.

« Itis important to realise that the collision detecting is an analog process. The station’s hardware must
listen to the cable while it is transmitting. If what it reads back is different to what it sends, then
a collision must have occurred. The implication is that the signal encoding must allow collisions
to be detected - i.e., a collision of two OV signals will never be detected. For this reason, a special
encoding is used.

4.2.2 Collision-Free Protocols

Collisions have an adverse effect on the system performance, especially if the cable is long & the frames are
short.

The collision-free protocols solve the contention for the transmission channel without any collisions at all.
N stations are assumed to be connected to the same transmission channel.

Collision-free protocols include:

* Bit-Map protocol.
* Binary Countdown.
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Collision-Free Protocols (1)

The basic bit-map protocol.

Frames
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If station j has a frame to send, it will transmit a 1 in j-th contention slot

* Each contention Eeriod consists of exactly /V slots. If station 0 has a frame to send, then it transmits a
slot during the 0™ contention slot. No other station is allowed to transmit during this slot. Regardless
of what station 0 does, station 1 gets the opportunity to transmit a 1 bit during contention slot 1, but
only if it has a queued frame.

 After all N slots have passed, each station has complete knowledge of which stations wish to transmit.
At that point, they begin transmitting in numerical order. Since everyone agrees who goes next, there
are no collisions.

* Protocols like this are called reservation protocols.

Collision-Free Protocols (2)
The binary countdown protocol. A dash indicates
silence.
Bit time
0123
1010
Hesult/1 0 ‘I‘O\
Stations 0010 Station 1001
and 0100 see this sees this 1
1 and give up and gives up

* A problem with bitmap protocols is that the overhead per station is fixed (on bit), therefore it does
not scale well with a large number of stations.
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* In the binary countdown protocol, all stations have the same address length. If a station wants
to use the channel, the station broadcasts its address as a binary string, starting with the high order
bit. The bits in each address position from each station are ORed together. This is called binary
countdown. All the stations will see the result of the OR operation simultaneously. For example, if a
station that placed a 0 on the channel sees a 1, then it will stop trying. A higher-priority station wants
to transmit, so it must stop trying.

* In other words, as soon as a station has seen that a high-order bit in its address with value 0 has been
overwritten with a 1, it gives up.

* Imagine the stations 0010, 0100, 1001, & 1010 are all trying to get the channel. The station with the
address 1010 gets the channel, as this protocol gives priority to the stations with higher addresses.

4.2.3 Wireless LAN Protocols

Wireless LAN Protocols (1)

i
%j;lé* [:ld [c] [o] (A] %ﬂ%é‘ [c] [0
(a) (b)

A wireless LAN. (a) A transmitting. (b) B
transmitting.

* It is important to note that in a wireless LAN system, not all stations are within the range of the
others. Due to this, the hidden station problem can occur - When station A transmits, station C'
can’t sense it and may transmit too, resulting in the frame from station A to station B becoming
garbled. For this reason, a simple CSMA approach will not work for wireless LANs.

* The reverse problem, called the exposed station problem can also occur. If B transmits to A, and C'
senses it, C' may falsely conclude that it may not send to D, when in fact such a transmission would
only cause bad reception in regions between B & C.

» Before starting a transmission, a station wants to know if there is activity around the receiver.
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Wireless LAN Protocols (2)

s Range of A's transmitter Range of B's transmitter -

(a) ()

The MACA protocol. (a) A sending an RTS to B.
(b) B responding with a CTS to A.

* In MACA (Multiple Access with Collision Avoidance), the sender stimulates the receiver to output
a short packet, so the stations around it will hear it and understand to avoid transmission during the
upcoming (large) data frame.

* In the above graphic, station A wants to send data to station B. A short exchange of packets RTS
(Request To Send) & CTS (Clear To Send) takes place. The RTS frame (short frame, < 30 bytes)
contains the length of the data frame that is about to be transferred. This data is copied into the CTS
frame by the receiver. When A receives the CTS frame, it begins the transmission of the data frame.
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4.3 Ethernet
4.3.1 Historic Ethernet Cabling

Historical Ethernet Cabling

Three kinds of Ethernet cabling.
(a) 10Base$, (b) 10Base2, (c) 10Base-T.

Controller

Transceiver
cable

Vampire tap

‘\\ ~ T

‘\‘I‘ranscelwar Connector

(a) (b)

* In 10Base5, the transceiver & the interface board are separated. The interface board goes inside the
computer, while the transceiver goes on the cable (close to the vampire tap). The transceiver contains
the electronics that handle the collision detection.

* In 10Base2, the connection to the cable is just a passive BNCT junction. The transceiver electronics
are situated on the controller board inside the PC.

* In 10BaseT, there is no shared cable at all, just the hub. Each station is connected to the hub using a
dedicated, non-shared cable.
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4.3.2 The Ethernet MAC Sublayer Protocol

Ethernet MAC Sublayer Protocol (1)

Checksum is a 32 bit hash code of the data, computed with the CRC algorithm
presented in the Data Link Layer, having a 32 order generator polynomial. It just
does error detection, no forward error correction.

Bytes 0-1500 0-46 4
({4
Destination| Source y Check-
(a) Preamble address | address Type Data Pad sum

I3
¥

L4
Destination| Source ’ Check-
address address Length Data Pad sum

I
i

Frame formats. (a) DIX Ethernet, (b) IEEE 802.3.

5
(b) Preamble g

There are two variants of Ethernet, but the differences are minor and they are interoperable:

* The initial one: DIX (Initiated by Xerox, Intel, & DEC).
* The IEEE 802.3 standard.

Each frame starts with a Preamble of 8 bytes in DIX or 7 bytes in IEEE 802.3, each containing the bit pattern
10101010. .. The Manchester encoding on this pattern produces a I0MHz square wave for 6.4 s to allow the
receiver’s clock to synchronise with the sender. The clock will stay in sync for the rest of the frame, using the
transitions in the middle of the bit boundaries for adjustment. The IEEE frame also contains a Start Frame
Delimiter (SFD) which signifies that the next byte begins the Destination MAC Address field.

In Ethernet addresses, the high order bit distinguishes between normal addresses & group addresses (1 for
group, O for normal). This allows multiple stations to listen to one address so that when a frame is sent to a
group address, all the stations in the group receive it. The second high order bit distinguishes between local
& global addresses (1 for local, 0 for global). All 1s (ff:ff:ff:ff:ff:£ff) is reserved for the broadcast
address.

The type field in DIX tells the receiver what to do with the frame. Multiple network protocols could be
supported, so this field is unique for each network protocol. The type field is used to dispatch the incoming
frames. IEEE 802.3 changed the type field to the length field - the type is handled as part off the data itself,
in a small header. The length field contains the length in bytes of the data, up to 1500 bytes. There is also a
minimum length, related to the collision detection. The minimum Ethernet frame length is 64 bytes (without
the preamble), and if the data portion is less than 46 bytes (64 - (headers + checksum)), then the PAD field is
used to fill the frame to the minimum size.

The checksum is a 32-bit hash code of the data, computed with the CRC algorithm presented in the Data Link
Layer, and has a 32 order generator polynomial. This just does error detection, no forward error correction.
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Ethernet MAC Sublayer Protocol (2)

Packet starts r Packet almost
LTJ ’/allimeo ? ITJ atBatt-€ \ LTJ
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Noise burst gets

B /backto.l at2r 8]
- -
S —

(c) Collision at (d)
time ©

Collision detection can take as long as 27.

The strongest reason why there is a minimum length for the Ethernet frame is to allow the CSMA/CD protocol
to work properly. The collisions should be detected by the transmitting station, or preventing a transmitting
station to finish the transmission of a frame until the first bit reached the far end of the cable, where it may
collide with another frame.

If we have a collision at time 7, the station B (that detected the collision first), issues a 48-bit noise burst
(known as a jam signal) to warn the other stations. At about 27 time, the sender (station A) will see the noise
burst and abort its transmission too. A will wait a random amount of time until it tries again.

For a 2500 meter LAN with 4 repeaters, the round trip time (the propagation time for a signal to travel from
one end of the LAN to the other end of the LAN and back) is about 50us. This is equivalent to about 500 bit
times (one bit time for a 10Mbps network is 100ns). Therefore, a station should be in transmit mode for at
least 500 bit times, which gives us the minimum Ethernet frame of about 500 bits. The standard’s choice was
512 bits or 64 bytes minimum per frame.

Frames with fewer than 64 bytes will be padded out to 64 bytes. As the network speed goes up, the minimum
frame length does too.

4.3.3 The Binary Exponential Back-Off Algorithm

After a collision, the time is divided into discrete slots (equal to the worst-case round-trip propagation time,
which is 521 bits time or 52.2us). After the first collision, each station waits O or 1 time slots before it tries
again. If two stations collide, and they pick the same number, they will collide again.

After a second collision, each station randomly waits O, 1, 2, or 3 time slots. After a third collision, the next
number of time slots to be picked is between 0 and 23 — 1 and that number of slots is skipped. After 10
collisions have been reached, the number interval is frozen at 0-1023.

After 16 collisions, the station gives up sending the frame and reports the failure. Further recovery is up to
the higher layers.
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4.3.4 Modern Switched Ethernet

Modern Switched Ethernet

Switch
Connecmr\/

To hosts

Ethemet

Hub To hosts

il

To hosts

10Base-T___,
connection

To the host computers

* Way to deal with saturated Ethernet LANs
» Switch — contains a high speed backplane

— switches frames from incoming ports to destination ports
— Avoids collisions

If more stations are added onto an Ethernet LAN, the traffic will go up. Eventually, the LAN will become
saturated.

Switches are typically devices that have 4 to 32 plug-in cars, each with 1 to 8 Ethernet connectors (RJ45)/
When a station wants to send an Ethernet frame, the plug-in card getting the frame will check to see if the
destination address is one of the cards connected onto one of its ports. If yes, then the packet is copied onto
that port. If not, then, using a multi-gigabit per second back plane, the frame is copied to the card containing
the destination port.

4.3.5 Fast Ethernet

Fast Ethernet was approved as an IEEE 802.3 micro-standard in 1995. It keeps all the old frame formats,
interfaces, & procedural rules. Fast Ethernet reduces the bit time from 100ns to 10ns.

Fast Ethernet is based on the 10Base-T wiring - It uses only hubs & switches; drop cables with vampire
taps & BNC connectors are not possible. It supports both UTP CAT 3 (for backwards compatibility with
pre-installed infrastructure) & UTP CAT 5 cables.
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Fast Ethernet - Cabling

Name Cable Max. segment Advantages
100Base-T4 | Twisted pair 100 m Uses category 3 UTP
100Base-TX | Twisted pair 100 m Full duplex at 100 Mbps
100Base-FX | Fiber optics 2000 m Full duplex at 100 Mbps; long runs

The original fast Ethernet (802.3u) cabling.

Anyone who understands classical Ethernet already understands much about Fast Ethernet. Fast Ethernet uses
the same cabling and access method as 10Base-T. With certain exceptions, Fast Ethernet is simply regular
Ethernet, just ten times faster.

The most popular form of Fast Ethernet is probably 100BASE-TX. 100BASE-TX runs on UTP Category 5
unshielded twisted pair, sometimes called UTP-5. It uses the same pair & pin configurations as 10Base-T,
and is topologically similar in running from a number of stations to a central hub.

As an upgrade to 10Mbps Ethernet over Multimode fibre (10Base-F), I00BASE-FX is Fast Ethernet over
fiber. Distances up to 2km are supported.

Fast Ethernet is possible on Category 3 UTP with 100BASE-T4. There is a popular misconception that Fast
Ethernet will only run on Category 5 cable. That is true only for I00BASE-TX. If you have Category 3
cable with all four pairs (8 wires) connected between station and hub, you can still use it for Fast Ethernet by
running 100BASE-T4.

100BASE-T4 sends 100Mbps over the relatively slow UTP-3 wire by fanning out the signal to three pairs of
wire. This "demultiplexing" slows down each byte enough that the signal won’t overrun the cable. Category
3 cable has four pairs of wire, eight wires total, running from point to point. 10Base-T only uses four wires,
two pairs. Some cables only have these two pairs connected in the RJ-45 plug. If the category 3 cabling at
your site has all four pairs between hub and workstation, you can use Fast Ethernet by running 100BASE-T4.

100Base-TX uses only two pairs out of the four available in the UTP cable (one for transmitting and one for
receiving). For 100Mbps, the waveform frequency would peak at SOMHz, while with Manchester encoding
the waveform frequency would peak at 100MHz. Category 5 UTP is only rated at I00MHz, so Fast Ethernet
would be difficult to implement using Manchester encoding. 100Base-TX uses two encoding techniques:

* 4B/5B coding schema is used to avoid loss of synchronisation.

 To decrease the frequency on the UTP cable, MLT-3 (Multiple Level Transition - 3 levels) encoding
is used.
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4.3.6 Gigabit Ethernet
5 Data Link Layer

5.1 Design Issues
5.1.1 Functions of the Data Link Layer
Functions of the Data Link Layer include:

* Providing a service interface to the network layer.
* Dealing with transmission errors.

* Regulating data flow so that slow receivers are not swamped by fast senders.

To accomplish these functions, the Data Link Layer encapsulates the packets that it gets from the Network
Layer into frames for transmission. Each frame has a header, payload, and a trailer. Frame Management
forms the heart of what the data link layer does.

Relationship between packets and frames.

Sending machine Receiving machine

Packet Packet

Frame

Header Header

Payload field | Trailer

Payload field \ Trailer

L J

5.1.2 Services Provided to the Network Layer

The principle function that the Data Link Layer provides to the Network Layer is to transfer packets from the
Network Layer of the source machine to the Network Layer on the destination machine.

An entity at the Network Layer of the source machine (a process) hands bits to the Data Link Layer of the
source machine for transmission to the destination machine. The job of the Data Link Layer is to transmit
the bits to the destination machine so that they can be handed over to the Network Layer of the destination
machine as shown in figure (a) below. This is called virtual communication. In reality, the data actually
follows the path showed in figure (b) below. However, it is easier to think about the two Data Link Layer
processes communicating using the Data Link Protocol.

Host 1 Host 2 Host 1 Host 2
4 4 4 4
3 T T 3 3 3
Virtual
2 k data path J 2 2 2
1 1 1 1
Actual
data path
(a) b)

(a) Virtual communication.
(b) Actual communication.
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The Data Link Layer can provide the following types of services:

* Unacknowledged Connectionless Service:

— No acknowledgement by the destination DLL.
— Good for reliable services with a low error rate, such as radio - speech where data loss is not
important.
* Acknowledged Connectionless Service:

— All frames are acknowledged individually.
— The frame is resent if there is no response within a specified time.
— Good for unreliable channels such as optical fibre.

* Acknowledged Connection-Oriented Service:

— Most complex.
— Most reliable - establish a connection, transmit and acknowledge numbered frames.
— Three stages: 1) Set up link, 2) Transfer data, 3) Disconnect.

Consider a WAN subnet consisting of routers connected by point-to-point leased lines. When a frame arrives
at the router, the hardware checks to see if the frame is error-free, and then passes the frame on to the Data
Link Layer. The Data Link Layer checks to see that the frame is the expected frame (frame number, sequence,
etc.) and if so, it delivers the payload contained in the payload to the routing software (Network Layer). The
routing software then chooses the appropriate outgoing line and passes the packet back down to the data link
layer software, which transmits it.

It is up to the Data Link Layer to make sure that unreliable communication lines look perfect, or at least good,
to the Network Layer.
Rou< J_‘

layer process process

Data link Routing \‘2/
\
|

D_

H 3
\\ \_// Data link \\_,/
Frames Packets protocol
here here

' Transmission
line to a router

Placement of the data link protocol.
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5.1.3 Framing

FLAG| Header Payload field ] Trailer FLAGI

(a)

Oniginal characters After stuffing

Crdl] — [kl

=6 —EHEEE

(o) e ) — [ el

(ool ] — [ o] o]
(b)

(a) A frame delimited by flag bytes.

(b) Four examples of byte sequences before and
after stuffing.

Flag bytes with byte stuffing is a method which solves the problem of re-synchronisation after an error by
having each frame start & end with special bytes. A special character called a flag byte is used to show the
start & end of the frame. Two consecutive flag bytes indicate the end of one frame & the beginning of the
next one. If the receiver is losing sync, then it will look for the flag byte.

If binary data is sent, then the flag byte can appear within the data. One way to deal with this problem is to
have the sender insert a special character called ESC before each “accidental” occurrence of the FLAG byte.
The Data Link Layer on the receiving end will remove the ESC characters before delivering the payload to the
Network Layer. This process is called Byte Stuffing.

(@) 011011111111111111110010

(b)) 01101111101 1111011111010010

Stuffed bits

(¢) 011011111111111111110010

Bit stuffing
(a) The original data.
(b) The data as they appear on the line.

(c) The data as they are stored in receiver’ s memory after
destuffing.

Byte stuffing, however, does not allow any arbitrary number of bits in the frame, but a multiple of 8 bits. To
allow any number of bits in the frame, a different framing schema is used: bit stuffing.

In bit stuffing, each frame starts & ends with a special bit pattern: 01111110. Whenever the Data Link Layer
on the sender encounters five consecutive 1s in the bit stream, it will automatically insert (“stuff’) a 0 bit into
the outgoing bit stream. On the receiver, when five consecutive 1s followed by a 0 are encountered, the O is
automatically remove (“destuffed”). The process is transparent to the Network Layer in both computers. If
six 1s are received, that means that the start or the end of the frame has been reached.

Usually, a combination of bit-stuffing & byte-stuffing is used.
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5.1.4 Error Control

Frames may be received incorrectly, so the receiver provides some feedback to the sender - acknowledgement
of receiving a frame. However, a frame may disappear entirely, so this is dealt with by introducing timers
that expire if no ACK (acknowledgement) is received, triggering re-transmission. A single frame could also
be received several times, instead of just once. This is dealt with by assigning frame sequence numbers to
outgoing frames so that the receiver can distinguish retransmissions from the originals.

Managing the timers & sequence numbers so as to ensure that each frame is passed to the Network Layer at
the destination exactly once (no more, no less) is an important part of the duties of the Data Link Layer.

5.1.5 Flow Control

Feedback-based flow control is a type of flow control in which the receiver sends back information to the
sender giving it permission to send more data. The sender is not allowed to send any data if the receiver does
not allow it.

Rate-based flow control is a type of flow control in which the sender has a built-in mechanism that limits
the speed at which the data is set, without getting feedback from the receiver, i.e., the maximum amount of
data sent in one second can be negotiated.

5.2 Error Detection & Correction

Transmission errors are very often present over analog loops (local loops). They are also present in the digital
data, so therefore, mechanisms to deal with transmission errors must be in place.

Error-detecting codes include enough redundancy to allow the receiver to realise that an error has occurred,
but not which error. Typically, the receiver requests a re-transmission. Error-detecting codes are useful
on channels with low probability of error (such as optical fibre) because it is cheaper (in terms of wasted
bandwidth) to resend a frame every now & then rather than including redundant information in every
transmitted frame.

Error-correcting codes include enough redundancy to allow the receiver to deduce what the transmitted data
must have been. This is also called forward error correction. Forward error detection is more useful on
transports that are exposed to errors (such as wireless transports).

A frame consists of:

* m data bits (message).

e r redundant bits (check bits).
n = m + r is referred to as the n-bit codeword. For any two codewords, it is possible to determine how many
bits differ by bitwise X0Ring the two codewords. The number of bit positions in which two codewords differ

is called the Hamming distance. The significance of the Hamming distance is that if two codewords are a
distance d apart, then it will require d single bit errors to convert one into the other.

In most data transmission applications, 2"* messages are possible, but not all of the 2" possible codewords
are used. The two codewords whose Hamming distance is the smallest give the Hamming distance of the
complete code.

To detect d errors, you need a d + 1 distance code, because with such a distance, there is no chance that d
single bit errors will change one valid code into another valid code.

To correct d errors, you need a 2d + 1 distance code. The legal codewords are so far apart that even with d
changes, the original codeword is still closer than any other codeword, so it can be uniquely determined.

Error Detection - Parity:

* A single parity bit is appended to the data.
* If the number of the 1 bits in the codeword is even, then the parity bit is O (in an even parity system).
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* A code with a single parity bit has a distance of 4, as any single bit error produces a codeword with
the wrong parity.

* This can be used to detect single errors.
* In even parity, 1001 becomes 10010. In odd parity, 1001 becomes 10011.

Error Detection Code Example:

* Consider a code with only four valid codewords: 0000000000, 0000011111, 1111100000,
1111111111,

* This code has a Hamming distance of 5, which means that it can correct double errors. If the
codeword 0000000111 arrives, then the receiver will know that the original codeword must have
been 0000011111.

* If a triple error changes the original codeword 000000000 into 000000111, then the error will not
be corrected properly.

If we simply add parity bits to frames, this is OK for single-bit errors, but if a single, long burst of noise
garbled the frame, then the probability of detecting the error would be 0.5, which is unacceptable.

If we organise the frame in a m by k matrix, and append a parity bit to each column and send each line, (i.e.,
the parity bit is computed separately for each column and affixed to the matrix as a final row), we can detect
burst errors of length m. However, if an m + 1 burst error occurs, and only the first & last bits are changed, it
will go undetected.

Consider a channel whose error rate is 1076 per bit (i.e., one error bit every one million bits). Let the block
size be 1,000 bits, and assume that we could have a Hamming code with 10 check bits (meaning that every
frame will contain 1010 bits instead of 1,000 bits). To detect that one frame had an error out of 1,000 frames
(to achieve one megabit of data, so the error will occur), we have to send 10,000 bits of redundant data.

To detect that one frame had an error, it would have been enough to actually append one parity bit to each
frame. Every 1,000 frames, one 1,001 bit frame would need to be retransmitted. The extra traffic in this case
would be 2,001 bits (when an error detection schema would be used) versus about 10,000 bits if an error
detection schema was used. Note that a burst error does not necessarily imply that all of the bits are wrong,
just that at least some of the bits are wrong.

5.2.1 Cyclic Redundancy Check

Cyclic Redundancy Check (CRC), also known as polynomial code is an error-detecting method in which
bit strings are treated as representations of polynomials with coefficients of 0 & 1 only. For instance, the
frame 110001 is represented by the polynomial 2> + 2* 4 1. Polynomial arithmetic is done modulo 2. There
are no carries for addition nor borrows for subtraction. Both addition & subtraction are identical to a XOR
operation. Division is carried out in the same way as in binary, except that the subtraction is done modulo 2.

The sender & the receiver must agree upon a generator polynomial G(z) in advance. Both the low & high
order bits of the generator should be 1. For a frame with m bits, with corresponding polynomial M (x), the
frame must be longer than the generator polynomial. The idea is to append a checksum to the end off the
frame in such a way that the polynomial represented by the checksummed frame is divisible by the generator
polynomial G(x). At the other end, the receiver would divide the received frame (checksummed) by G(z),
and if the remainder was not 0, then an error condition had occurred.

The CRC algorithm is as follows:

1. r is the degree of G(x). Append r 0 bits to the frame, so that it now contains m + r bits and
corresponds to the polynomial 2" M (z).

2. Divide the bit string corresponding to 2" M () to the bit string corresponding to G(x), using modulo
2 division.

3. Subtract the remainder from the bit string corresponding to " M (x) using modulo 2 subtraction.
The result is the checksummed frame to be sent, with corresponding polynomial 7'(z).
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In base ten, if you divide 5,430 by 1,000, you obtain the remainder 432. It is obvious that if you subtract 432
from 5,432, you obtain a result that is divisible by your divisor (1,000). The same idea is used in binary to
obtain the checksummed frame 7'(x) that should be divisible by G(x).

F rasmia 111011011
Generator: 10011
Message after 2 zero bits are appended: 110101101 10000

11900017010
10011 110101101 10000
10014 |
10011
10011
0001
0cocoe
00010
0O0DO0O0O0
Calculation of the 00101
cooocaoo
polynomial code 01011
O0000
checksum. p—
10011
1010
0 00O0D0D
10100
10011
o111
00000 - Ramaindar
L I I

Tranamittad frame: 1101011011110

If a transmission error occurs, then instead of 7'(x), the receiver will have T'(x) + E(z). Each 1 in E(z)
corresponds to a bit that has been inverted. If there are & bits in E(x), then there will be & single-bit errors.

G(x) is chosen to be a large, prime polynomial to be able to catch as many errors as possible. Certain
polynomials have become standard.

5.3 Data Link in Internet

The Internet consists of individual machines (hosts & routers), plus the communication infrastructure that
connects them. Some of the machines are interconnected using LANs, and some are interconnected using
point-to-point lines (especially the ones that are far apart).

User's home Intemet provider's office
it —
! o 1| ! Modems |

! L = [~
Client process !
using TCPNP i i =

i Dial-up ,'_._- ()

i telephone line !

1

1
]
i TCP/IP connection ]
i e ! —
i | ueing PPP A1 g

process
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5.3.1 Point-to-Point Protocol (PPP)
Point-to-Point Protocol (PPP) provides three features:

* A framing method; The frame format also handles error detection.
* A link control protocol called Link Control Protocol (LCP).

* A way in which to negotiate specific options that is independent of the Network Layer Protocol being
used. The method chosen must have a different NCP (Network Control Protocol) for each network
layer supported.

PPP handles error detection, supports multiple protocols, allows IP addresses to be negotiated at connection
time, and permits authentication (using two methods - PAP & CHAP).

6 TCP/IP Network Layer

The network layer in the Internet

Application Applications

Presentation
SMTP FTP TELNET
Session

Trasport [ Ter |

I (T[F

Nerwork P

Protocols defined by

the underlying networks

Internet — collection of subnets

lLeased lines Leased A European backbone

to Asia A U.S. backbone transatlantic \

IP Ethernet IP Ethernet
LAN IP token ring LAN LAN

6.1 The IP Protocol

The Internet Protocol (IP) provides a best-efforts (not guaranteed) way to transport datagrams from source
to destination. It is the glue that holds the Internet together. The workflow is as follows:
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. The Transport Layer takes the data streams and breaks them up into datagrams. In theory, they can be
up to 64kB, but in practice, they are usually no more than 1,500 bytes (because the MTU (Maximum
Transport Unit) for Ethernet is 1,500 bytes).

. Each datagram is transmitted through the Internet (possibly being fragmented into smaller pieces as
it goes).

. When all pieces get to the destination machine, they are re-assembled by the Network Layer into the
original datagram.

. This datagram is handed to the Transport Layer, which inserts it into the receiving process input

stream.

Format of the IP datagram

32 Bits

I | N N [ [ T | | 111 1 1 11 l | I I | 1 l I 1 1 1 1 1 1

L | Type %service [ Total length

\\ /I*nullk:aliu;/ \ |E\|M\|\ Fragmﬁntulfset
A INVAG ToR ) A
VNS XN\ A ] sousoasaged \NXX |

\\\ 7&%( XA || conton s

| AW
/iW T

Options — was designed to allow designers and implementers of
network protocols an escape mechanism; this option value allows for
subsequent version of the protocols to include information not
present in the original specs; the options are variable length, each of
them beginning with one byte identifying the option.

¥

6.2 IP Addressing

In IPv4, an Internet address is made of 4 bytes (32 bits) that define a host’s connection to a network.

Netid Hostid

There are three fields of variable sizes (dependent on the class of the address):

* The Class Type field defines the class (5 possible classes that an internet address is part of).
» Network ID - Up the class type, this field can be anywhere between 7 & 24 bits.
* Host ID - Up to the class type, it can be anywhere between 8 & 24 bits.

ICANN (Internet Corporation for Assigned Names & Numbers) is a non-profit corporation that manages the

assignment of IP address space to various regional authorities that deal with IP address assignment.
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Internet Classes

byte 2 hyvte 3

I
"

: hyte 4 )
»e ol

Class A Hostid

Class B

ostid |

Class C

Hostid

ClassD | 1110 Multicast address

Class E [ 1ini Reserved for future use

= 10011101 10001111 11111100 11001111 (Class B)
= 11011101 10001111 11111100 11001111 (Class C)

* 01111011 10001111 11111100 11001111 (Class A)
« 11101011 10001111 11111100 11001111 (Class D)
* 11110101 10001111 11111100 11001111 (Class E)

* Class A, B are full; class C still has available addresses; D is reserved
for multicasting and class E is reserved for future use

Dotted Decimal Notation is used to make the form of IP addresses shorter & easier to read. Internet
addresses are usually written using this form. Looking at the first byte of an address in decimal form will
allow us to determine to which class the particular address belongs. In this example, it belongs to class B.

1000

1011

00000011

00011111

128.1 1.3.31

Class ranges for Internet addresses

From To
Class A [[78.0.0.0 [[127.255.255.255
Netid  Hostid Netid Hostid
Class B 0.0 !255.255
Netid Hostid MNetid Hostid
Class C 0 255
Netid  Hostid Netid Hostud
Class D | 224.0.0.0 239.255.255.255
Group address Group address
Class E | 240.0.0.0 255.255.255.255
Undefined Undefined
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Special IP addresses

|OﬂUOODG000000000DOOODDGOGODUOOOD This host

| 00 e 00 | Hast A hoslt on this network

Broadcast on the

1111111111111 1111111111111111111
| local network

Broadcast on a

| Network | 1111 .o 1111 | distant network

| 127 (Anything) Loopback

Packets sent to Loopback addresses are not sent over the wire; they are treated as incoming packets and
processed locally. They are very useful for testing/debugging a TCP/IP stack.

As we have seen, all addresses on the Internet have a network ID & a host ID; this means that there is a
hierarchy in IP addressing. To reach a specific host, first we must reach the network that this host is part of,
using the first portion of the address; then we will reach the host itself using the second portion of the IP
address. Then, classes A, B, & C in IP addressing are designed with two levels of hierarchy.

Consider a large organisation (such as the University of Galway), with class B addresses (140.203.0.0).
With a two-level addressing schema, the organisation cannot have more than one physical network. Solution:
allow subnets, allowing a network to be split into several parts for internal use, but still act as a single network
to the outside world.

6.3 IP Subnet Design

32 Bits

Lo v v v v v v e by v v v b v gy g |

‘ 10 ‘ Network Subnet Host
Subnet
mask 1111111111111 1111111110000000000

Instead of having a single class B address with 14 bits for network and 16 bits for host number, some bits are
taken away from the host number to create a subnet number.

For example, if the university (a large organisation) has 35 departments, it could use 6 bits for the subnet
number and a 10 bit host number, allowing for up to 64 Ethernets, each with a maximum of 1022 hosts (all Os
& all 1s are not allowed); this split can later be changed if it proves to be inappropriate.

To implement subnetting, the main router will need a subnet mask that indicates the split between network +
subnet number and host number. The masking process extracts the address of the physical network from an
IP address by bitwise ANDing the IP & the mask; masking can be done regardless of whether or not we have
subnetting. The subnet mask is also written in dotted decimal notation or as a slash followed by the number
of bits in the network.

Subnetting is not visible outside of the network, so allocating a new subnet does not require contacting any
official organisation that assigns IP addresses or changing any external databases.
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Masking

141.14.2.21 141.14.0.0 >
IP address Network address
141.14.2.21 141.14.2.0

>
[P address Subnetwork address

b. With subnetting

IP is running out of addresses. Class A networks (with 16 million host addresses) are too big for most
organisations. Class C networks (with 256 host addresses) are too small for most organisations. Class B
networks (with 65,5536 host addresses) are what’s commonly used for a medium-sized organisation, but in
reality, they are too large for most organisations. Studies show that half of all Class B networks have less
than 50 hosts.

There are two solutions to cope with this shortage problem:

* Use of Classless InterDomain Routing (CIDR).
* Use of Network Address Translation (NAT).

6.3.1 CIDR (Classless InterDomain Routing)

The basic idea of CIDR is to allocate the remaining IP addresses in variable-sized blocks, without regard
to the classes. If a site needs, say 2,000 addresses, it is given a block of 2,048 addresses on a 2,048-byte
boundary. Dropping classes makes the routing more complicated and means that the old routing algorithm no
longer works.

The old routing algorithm was as follows:

1. An incoming packet comes to the router (e.g., with destination address 140.203.8.22).

2. The router extracts the destination IP address and shifts a copy of it 28 bits to the right to obtain a
4-bit class number (e.g., 1,000).

3. A 16-way branch sorts the packet into A, B, C, D, & E (if supported). (8 cases for Class A, 4 cases
for Class B, 2 cases for Class C, and 1 case each for Classes D & E).

4. Once the router knows the class (e.g.m B), it will know what mask to apply (e.g., a 16-bit mask or
255.255.0.0) in order to find out the network address (140.203.0.0) and look it up in the appropriate
class routing tables (e.g., Class B routing tables) to find the outgoing physical line.

The new routing algorithm is as follows:

1. Each routing table entry is extended by giving it a 32-bit mask.

2. There is now a single routing table for all networks consisting of triplets (net IP address, subnet
mask, outgoing line).
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3. When a packet comes in, its destination address is first extracted. The routing table is scanned entry
by entry to find a match. It is possible to find multiple entries, so the one with the longest mask is
used (e.g., between a /20 & /24 entry, /24 is used).

4. The packet is then forwarded on the outgoing line.

Commercial VLSI chipsets for routers have been developed using this new algorithm in order to speed up the
address-matching process.

6.3.2 NAT (Network Address Translation)

Network Address Translation (NAT) comes into play whenever there is a need a for more hosts than there
are real IP addresses available. For example, an ISP may have a class B address, having 65,534 possible
hosts, but has more customers than that. The basic idea of NAT (RFC 3022) is to assign each company a
single IP address (or a small number of them) for Internet traffic. Within the company, each computer gets a
unique IP address, which is used for routing internal traffic. When a packet exits the company and goes to the
ISP, an address translation takes place.

To make this possible, three ranges of IP addresses have been declared as private, meaning that companies
may use them internally as they wish. The only rule is that no packets containing these addresses may appear
on the internet itself.

NAT

Packet before

Company translation
LAN
Packet after
/ translation
198.60.42.12
Company \ \
router
NAT Leased ISP's
box/firewall line router

Boundary of company premises

* 10.0.0.0 — 10.255.255.255/8 (16,777,216 hosts)
* 172.16.0.0 — 172.31.255.255/12 (1, 048,576 hosts)
* 192.168.0.0 — 192.168.255.255 (65,536 hosts)
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Problems with NAT include:

* NAT violates the architecture of the IP model, which states that every host worldwide should be
identified by a unique IP.

» NAT changes the Internet from a connectionless network to a kind of connection-oriented network.

* NAT violates the most elementary rule of protocol layering which is that layer £ should not make
any assumption about what layer k£ + 1 will put in the payload.

* NAT will not work with any protocols on the Internet besides TCP & UDP.

» Some applications (e.g., MS Messenger) insert the IP address into the text (payload). The receiver
will extract these addresses and use them. NAT will not work with these applications because it does
not know about the insertion.

6.4 Internet Control Protocols

6.4.1 ICMP (Internet Control Message Protocol)

Internet Control Message Protocol (ICMP) is used to report something unexpected. Each ICMP message
is encapsulated in an IP packet. ICMP messages are used to test the Internet.

* Destination Unreachable - Packet could not be delivered. Used when the subnet or a router
cannot locate the destination or when a packet with DF bit set cannot be delivered because a “small
packet” network stands in the way.

* Time Exceeded - Time to live field hit 0. Sent when a packet is dropped because its counter reached
zero - this event is a symptom that packets are looping, or that there is enormous congestion, or the
timer values were set too low.

* Parameter Problem - Invalid header field. Indicates that an illegal value has been detected in a
header field, which implies a bug in the sender’s IP software or possibly in the transited routers.

* Source Quench - Choke packet. This message used to slow down stations that were sending too
many packets, but it is not used anymore as these packets tend to throw more fuel on the fire when
congestion occurs. Congestion control is now done in the Transport Layer.
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* Redirect - Teach a router about geography. Used when a router notices that packets seem to be
routed wrong to tell the sending host about the probable error.

* Echo Request - Ask a machine if it is alive. Used to see if a given destination is reachable & alive -
Upon receiving the Echo Request, the receiving station is supposed to answer with an Echo Reply
message.

* Echo Reply - “Yes, I am alive”. Upon receiving an Echo Request, the receiving station is supposed
to answer with an Echo Reply message.

* Timestamp Request - Same as Echo Request, but with timestamps. The arrival time of the
Timestamp Request & the departure time of the Timestamp Reply are recorded in the reply.
Used to measure network performance.

* Timestamp Reply - Same as Echo Reply, but with timestamps. The arrival time of the
Timestamp Request & the departure time of the Timestamp Reply are recorded in the reply.
Used to measure network performance.

6.4.2 ARP (Address Resolution Protocol) & RARP (Reverse Address Resolution Protocol)

Address Resolution Protocol (ARP) is a Network Layer protocol which is required to allow a sending
station gather address information for use in forming a Layer 2 frame, complete with destination & source
MAC addresses. Although ARP is a Layer 3 protocol, it does not use an IP header: it has its own packet
format and is broadcast on the local LAN within the data field of a Layer 2 (Ethernet) frame, without needing
to be routed. The Ethernet Type field uses the value 0x0806 to indicate an ARP request and 0x0835 to
indicate an ARP response.

If a station does not know its IP address, it may send out a Reverse Address Resolution Protocol (RARP)
request and read by a RARP server, which has a table of hardware addresses & IP addresses. RARP uses the
same packer format as ARP.

Most hosts on a network will send out a Gratuitous ARP when they are initialising their IP stack. This
Gratuitous ARP is an ARP request for their own IP address, and is used to check for a duplicate IP address.
If there is a duplicate address, then the stack does not complete initialisation.

Every router maintains a table listing IP addresses and respective hardware addresses (i.e., MAC addresses)
of devices that exist on the network. This table is called an ARP cache and is referenced by the router when
it is looking up a hardware address of a device for which it knows the IP address and needs to forward a
datagram to it. If no hardware address is found in the ARP cache then an ARP broadcast is sent on to the
adjacent media (ARP only applies to the connecting wire). This broadcast is read by every station including
the destination station. The destination station sends back an ARP reply with its hardware address so that the
IP datagram can now be forwarded to it by the router.

Given a Data-Link address (i.e., an Ethernet address), what is the corresponding Net address (IP address):

* RARP uses a broadcasting destination address of all 1s, so a RARP server must be in each network.

* BOOTP uses UDP messages, so they will be forwarded over routers. BOOTP is specifically designed
for diskless stations, so it provides addition information, such as the IP of the file server holding the
operating system image, etc. BOOTP requires manual configuration of the tables mapping the IP
addresses with Ethernet addresses.

* DHCP (Dynamic Host Configuration Protocol) is a special server that allows automatic & manual
IP assignment. DHCP may require a DHCP relay agent on the local networks, so the DISCOVER
packet would be forwarded outside the local LAN.
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6.5 IPv6

CIDR & NAT may buy IPv4 a few more years, but its days are numbered. In 1990, IETF started to work on
IPv6, with the following goals:

* Support billions of hosts.

* Reduce the size of the routing tables.

 Simplify the protocol to allow routers to process faster.

* Provide better security (authentication & privacy) than IPv4.
* Pay more attention to the type of service for real-time data.
* Aid multi-casting by allowing scopes to be specified.

* Make roaming possible without a change of address.

* Allow protocol expansion.

* Permit the old & new protocols to co-exist for years.
Features of IPv6 include:

* 16-byte IP addresses.
» Header simplification - the IPv6 header contains only 7 fields, compared to 13 fields in IPv4.

* Better support for options - the way that options are represented is different in IPv6, making it simple
for routers to skip over any options not intended for them, speeding up processing in the routers.

* Improved security features - authentication & privacy are key features of the IPv6 protocol.

Better handling of quality of service.

IPv6 header

- 32 Bits -

l]lllll.llllllll_.llllll]l_]lllll

Vors:onl Traffic class ‘ Flow label

ﬁa:ﬂﬁu length Next header Hop limit

Te address
(16 bytes) -

Destination address
(16 bytes)

Source and Destination address — each 16 bytes. There is a new notation:

8000:0000:0000:0000:0123:4567:89AB:CDEF - eight groups of four
hexadecimal digits, with colons between the groups

* Version is always 6 for IPv6 and 4 for IPv4. Routers are able to examine this field and process the
packet accordingly.

* Traffic Class is used to distinguish between packets with different real-time delivery require-
ments.
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* Flow Label is an experimental field, used to allow a source & destination to set up a pseudo-
connection with particular properties & requirements, e.g., a stream of packets on a certain source
host to a certain destination host may have stringent requirements, and thus need reserved bandwidth.
The flow can be set up in advance and given an identifier. When a packet with a non-zero flow label
gets to a router, the router will lookup the its tables to determine what kind of special treatment it
requires. In effect, the flow label is an attempt to have it both ways: the flexibility of a datagram
subnet & the guarantees of a virtual circuit subnet. Many flows could be active at the same time
between two given IP addresses.

* Payload Length is the number of bytes that follow the 40-byte header of the packet. The 40-byte
header is no longer counted in the length of the packet.

* Next Header - There can be optional extra headers in a packet. This field tells which (if any) of the
currently supported six extension headers follow this header. If this header is the last IP header the
Next Header field tells us which transport protocol (such as TCP, UDP, etc.) to pass the packet to.

* Hop Limit is used to keep packets from hopping forever and is practically the same as the
Time to Live field in the IPv4 header.

* The Source Address & Destination Address are each 16 bytes - 8 groups of 4 hexadecimal
digits, with colons between the groups.

Differences between IPv4 & IPv6 include:

e The Protocol field was taken out because the Next Header field tells us what follows the last IP
header (i.e., a UDP or TCP segment).

* The Fragmentation fields were removed as IPv6 hosts are expected to dynamically determine the
datagram size to use. The minimum has been raised from 576 to 1280 to allow 1024 bytes of data
and many header. If an IPv6 host sends too large a packet, the routers will issue an error message
which tells the host to break up all future packets to that destination.

* The Checksum field does not exist in [Pv6 because calculating it greatly reduces performance and as
the Transport Layer has its own checksum, it doesn’t make sense to do it twice.

IPv6 extension headers

| Version | Traffic class | i Flow label

Payload length | Next header ‘ Hop limit

Destination address

Next header | Header length
|_) Next header | Header length
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IPv6 extension headers

Extension header Description
Hop-by-hop options Miscellaneous information for routers
Destination options Additional information for the destination
Routing Loose list of routers to visit
Fragmentation Management of datagram fragments
Authentication Verification of the sender’s identity
Encrypted security payload | Information about the encrypted contents

Encrypted security payload — header that makes possible to encrypt the
content of a packet so that only the intended recipient can read it; these
headers use cryptographic techniques to accomplish their mission

IPv6 Address Types

l IPv6 Addressing |
| Unicast | | Multicast ‘ l Anycast ‘
| Assigned ‘ |Solidbed Noda‘
FFoo:B FFo2:1 FFo0:0000/104
e Unspecified Embedded
|Global Unlcast‘ ‘ Link-Local | ‘ Loopback | | Adidreas ‘ | Unique Local ‘ 1Pus ‘
2000::3 FEBD:10 snzs /128 FCO0:47 =80
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[Pv6 Address Example

An IPv6 address

2001:0DB8:AC10:FE01:0000:0000:0000:0000

A4 ¥ ¥ \

(in hexadecimal)

2001:0DB8:AC10:FEO1::

VNS~

0010000000000001:0000110110111000:1010110000010000:1111111000000001:

0000000000000000:0000000000000000:0000000000000000:0000000000000000

Zeroes can be omitted

IPv6 Address Structure

2001:0:9d38:6ab8:1c48:3alc:a95a:blc2

A

1 0000 shortened to 0

IPv6 Address Example

- 64 Bits
- 64 Bits > >
16 Bits I Interface ID
B -—
Subnet Id

Global Unicast Address

IPv6 Address Structure
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IPv6 End User Allocation

/32 | /64,
1 J
1
1
48 Bits | 16 Bits 64 Bits

8y

|
NetworkID, \\,c\SI Subnet ID Interface ID ]

I

I

ISP Prefix /32 | :

I

Customer Site Prefix /48 |

LAN Prefix /64 |

Common IPv6 Allocations

/52 /56 /60 /64
Subnets | Subnets | Subnets | Subnets

fa8 16 256 4096 65536
/52 16 256 4096
/56 16 256

/ 16
Common IPVE
Subnet Prefixes

7 3

"
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7 Transport Layer

7.1 Transport Layer Protocols

The big picture

IPv4 Applications IPv6 Applications
AF_INET AF_INETE
sockaddr_in{} sockaddr_inG{}
m-routed pog [ app app PP o racsoo ping
""""""""""" 7 *1'""""“";"“'""""]""“' “____-___T_Ap_l-
L \
rd TCcP wop
transport Vd o _\ \\.
- - Y - s s '\_\
A — —~ . \
ww | L \
— - 32 bit 128 bit - CMP
address address v
~
.
AR, ~—
RARF [ -
network g ~ -
= ™~ ./

The Internet has two main protocols at the Transport Layer:

* Connectionless Protocol: User Datagram Protocol (UDP).
* Connection-Oriented Protocol: Transport Control Protocol (TCP).

It also has:

¢ Internet Control & Messaging Protocol (ICMP).

* Internet Group Management Protocol (IGMP) - used for multicast addressing.

7.2 UDP

User Datagram Protocol (UDP) is a simple Transport Layer protocol described in RFC 768. In essence, it
is just an IP datagram with a short header.

UDP provides a way to send encapsulated raw IP datagrams without having to establish a connection. The
application writes a datagram to a UDP socket, which is encapsulated as either a IPv4 or IPv6 datagram that
is sent to the destination. Many client-server applications that have one request & one response use UDP.
There is no guarantee that the UDP datagram ever reaches its final destination.

Each UDP datagram has a length: If a UDP datagram reaches its final destination correctly, then the length of
the datagram is passed onto the receiving application.

UDP provides a connectionless service, as there is no need for a long-term relationship between a client &
the server. For example, a UDP client can create a socket and send a datagram to a given server, and then
immediately send another datagram on the same socket to a different server. Similarly, a UDP server can
receive multiple datagrams from different sources on the same UDP socket.

UDP does not do flow control, error control, or retransmission upon receipt of a bad segment. UDP provides
an interface to the IP protocol, with the added feature of de-mulitplexing multiple processes using the ports.

One area in which UPD is useful is client-server situations where the client sends a short request to the server
and expects a short reply. If the request or reply is lost, the client can timeout and try again. UDP is widely
used in client-server RPC and in real-time multimedia applications.
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Domain Name System (DNS) is an application that uses UDP. DNS is used to look up the IP address of some
host name. DNS sends a UDP packet containing the host name to a DNS server, and the server replies with a
UDP packet containing the host IP address. No setup is needed in advance, and no release of a connection is
required. Just two messages go over the network.

7.2.1 UDP Segment Header
A UDP segment consists of an 8-byte header followed by the data.

- 32 Bits -

Source port Destination port

UDP length UDP checksum

The Source port & the Destination port identify the end points within the source & destination
machines. Without the port fields, the Transport would not know what to do with the packet. The UDP length
field includes the 8-byte header & the data. The UDP Checksum includes the 1’s complement sum of the
UDP data & header. It is optional, and if not computed, it should be stored as all Os.

7.3 TCP Protocol

Transmission Control Protocol (TCP) provides a reliable end-to-end byte stream over unreliable internet-
work connections (different parts may have different topologies, bandwidths, delays, packet sizes, etc...).
Each machine supporting TCP has a TCP transport entity (user process or part of the kernel) that manages
TCP streams and interfaces to the IP layer.

TCP accepts user data streams from local processes, breaks them into pieces no larger than 64KB, and sends
each piece as a separate IP datagram. At the receiving end, the IP datagrams that contain TCP packets are
delivered to the TCP transport entity, which reconstructs the original byte stream. The IP layer gives no
guarantee that the datagrams will be delivered properly, so it is up to TCP to time out and retransmit them as
the need arises. Datagrams that arrive to the TCP transport entity may be in the wrong order - it is up to TCP
to re-assemble them into messages in the proper sequence.

7.3.1 The TCP Service Model

The TCP Service Model provides connections between clients & servers. Both the client & the server create
end points called sockets. Each socket has a number (address) consisting of the IP address of the host & a
16-bit number, local to that host, called a port (which is the TCP name for a TSAP).

To obtain a TCP service, a connection must be explicitly established between two end points. A socket may
be used for multiple connections at the same time. Two or more connections can terminate in the same socket,
as connections are identified by socket identifiers at both ends, i.e. socketl,socket2.

TCP provides reliability: When TCP sends data to a destination, it requires acknowledgements in return. If
ACK is not received, the TCP entity re-transmits the data automatically and waits a longer amount of time.

TCP contains algorithms to estimate the round-trip time between a client & a server to dynamically know
how long to wait for an acknowledgement. TCP provides flow control - it tells its peer exactly how many
bytes that it is willing to accept.

Port numbers below 1024 are called well-known ports and are reserved for standard services, e.g.:
* Port 21 is used by FTP (File Transfer Protocol).

* Port 22 is used by SSH (Secure SHell).
* Port 23 is used by Telnet.
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* Port 25 is used by SMTP (Simple Mail Transfer Protocol).
* Port 69 is used by TFTP (Trivial File Transfer Protocol).

* Port 80 is used by HTTP (HyperText Transfer Protocol).

* Port 443 is used by TLS (Transport Layer Security).

All TCP connections are full duplex and point-to-point. TCP does not support multicasting or broadcasting.
A TCP connection is a byte steam, not a message stream, meaning that message boundaries are not preserved,
e.g., if a process does four writes of 512 bytes to a TCP stream, data may be delivered at the other end as four
512-byte reads, two 1024-byte reads, or one 2048-byte read.

IP header TCP header

\ /

1A ;] ¢ 4D ABCD

(@) (b)

(a) Four 512-byte segments sent as separate IP datagrams.

(b) The 2048 bytes of data delivered to the application in a single READ
CALL.

When an application sends data to TCP, the TCP entity may send it immediately or it may buffer it in order to
collect a larger amount of data to send all at once. Sometimes, the application really wants the data to be sent
immediately (e.g., after a command line has been finished). To do this & force the data out, applications can
use the PUSH flag, which tells TCP not to delay transmission.

Urgent Data is a way of sending some urgent data from one application to another over TCP. For example,
when an interactive user hits CTRL+C to break off the remote computation, the sending app puts some control
info into the TCP stream along with the URGENT flag. This causes TCP to stop accumulating data and send
everything that it has for that connection immediately. When the urgent data is received at the destination, the
receiving application is interrupted (by sending a UNIX break signal), so that it can read from the data stream
to find the urgent data.

7.3.2 The TCP Protocol Overview

Each byte on a TCP connection has its own 32-bit sequence number, which is used for various purposes
such as the re-arrangement of out-of-sequence segments, identification of duplicate segments, etc. Sending &
receiving TCP entities exchange data in the form of segments. A segment consists of a fixed 20-byte fixed
header (plus an optional part), followed by zero or more data bytes.

The TCP software decides how big segments should be. It can accumulate data from several writes to one
segment or split data from one write over multiple segments. Two limits restrict the segment size:
» Each segment, including the TCP header, must fit the 65,535-byte IP payload.
* Each network has a Maximum Transfer Unit (MTU) and each segment must fit in the MTU. In
practice, the MTU is a few thousand bytes, and therefore sets the upper bound on the segment size.

The basic TCP protocol is a sliding-window protocol:

* When a sender transmits a segment, it also starts a timer.

* When the segment arrives at the destination, the receiving TCP sends back a segment (with data, if
any data is to be carried), bearing an acknowledgement number equal to the next sequence number it
expects to receive.

* If the sender’s timer goes off before an acknowledgement has been received, the segment is re-sent.

Problems with the TCP protocol include:
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» Segments can be fragmented on the way, which may result in parts of a segment arriving, but others
getting lost.

» Segments can be delayed, and duplicates can arrive at the receiving end.

* Segments may hit a congested or broken network along their path.

7.3.3 The TCP Segment Header

TCP segment header

- 32 Bits -

PN T T T T T T N T T T T T T [N YT T O S T [N T T T T T N

Source pon ‘ Destination part

Sequence numbear

Acknowledgement number

F
| Window size
N

TCP
header
length

o3Cc
0>
TwT
— @
Z<w

Urgent polnter

Options (0 or more 32-bit words) g

= Data (optional) =

T
Options field was designated to provide extra facilities not covered by the regular
header; the most important one is the one that allows each host to specify the
maximum TCP payload is willing to accept; all Internet hosts are required to
accept at least 536 +20 TCP segments

The pseudoheader contains the 32-bit IP address of the source & destination machines, the protocol number
(6 for TCP), & the byte count for the TCP segment (including the header). Including the pseudoheader in the
TCP checksum calculation helps detect misdelivered packets, but doing do violates the protocol hierarchy, as
IP addresses belong to the Network Layer, not the TCP Layer. The pseudoheader is created to calculate the
checksum, but is not actually transmitted.

l N [ — i — 1 J. 1 1 L 1 L L L l L L L1 L L l | - - — L I

Source address

Destination address

00000000 Protocol = 6 TCP segment length

7.3.4 TCP Extra Options

For lines with high bandwidth & high delay, the 64KB window size is often a problem. The use of “selective
repeat” instead of “go and back n” protocol is described in RFC 1106. If the receiver gets a bad segment
followed by a large number of good segments, the normal TCP protocol eventually times out and re-transmits
all the unacknowledged segments, including the ones that were RFC 1106 introduces NACs to allow the
receiver to ask for a specific segment (or segments). After it gets those, it can acknowledge all of the buffered
data, thus reducing the amount of data re-transmitted. received incorrectly.
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7.3.5 TCP Connection Establishment

Host 1 Host 2 Host 1 Host 2
S
—SYN(SEQ- ) —N(SEQy )
o ——— Seof‘”f"'f s
SYN BE=—
g CK= X+ 1) - CcK= * i,‘_r
E Y. kT B K="
N gYN (SEQ =Y e EERs—
| -— T
"”S;’
' N(S{:‘am .
X, ;C\h\‘x‘_
TV
‘—~(§~E£___1,_AC —_ 7
o (@) - (b) T

TCP connection establishment uses the three-way handshake protocol. (2) in the diagram above shows the
normal TCP connection establishment case. (b) shows the call collision case, when two hosts are trying to
establish a connection between the same two sockets. The result is that just one connection will be established,
not two, because the connections are identified by their endpoints.

TCP connection establishment ...

client server
/11 socket, bind, listen
socket 1153 L-I'| (pasive connection)
connect (blo. M=l NN ragcjepl(bocks)
(active — _LLS !
Ctlﬂn) W
connect returns =

é////u | — -3 accept returns

read (blocks)

L

The initial sequence number on a connection is not 0 (to avoid confusion when a
host crashes). A clock-based scheme is used, with a clock tick every 4 us. For
additional safety, when a host crashes, it may not reboot for the maximum packet
lifetime (120s) to make sure that no packets from previous connections are still
roaming around the Internet, somewhere.

1. The server must be prepared to accept an incoming connection, This is normally done by calling the
socket, binding to it, & listening, and is called a passive open.

2. After the creation of a new socket, the client issues an active open by calling connect. This causes
the client TCP to send a SYN (synchronise) segment which informs the server of the client’s sequence
number for the data that the client is going to send on the connection. Normally, there is no data sent
with SYN, it just contains an IP header, a TCP header, & possible TCP options.

3. The server must acknowledge the client’s SYN, and the server must also send its own SYN containing
the initial sequence number for the data that the server is going to send on the connection. The server
sends SYN & the ACK of the client’s SYN in a single segment,

4. The client must acknowledge the server’s SYN.
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7.3.6 TCP Connection Release/Termination

TCP connections are full duplex, since each simple connection is released independently. To release a
connection, either party can send a TCP segment with FIN bit set, which means that there is no more data
to transmit. Whenever FIN is acknowledged, that direction is shut down for new data; However, data may
continue to flow in the other direction. When both directions have been shut down, the connection is released.
Normally, four TCP segments are used to shut down the connection: one FIN & one ACK for each direction.
To avoid complications when segments are lost, timers are used. If the ACK for FIN packet does not arrive in
two packet lifetimes, the sender of the FIN releases the connection. The other side will eventually realise that
nobody seems to listen to it anymore and will time out as well.

TCP connection termination

client server
(active close) | _ (pasive close)
111
close- =~ r=n
= = FINMg— 12
== read retums 0
= — [
ps
T NN —— 434 close
—
==~ —AGCK _
T4 ENA 3

[4] the TCP on the system that receives the final FIN (the end that did
the active close) acknowledges the FIN

1. One application calls close first, performing an active close. This application’s side TCP sends a
FIN segment, which means that it is finished sending data.

2. — FILL IN MISSING INFO —-

3. Some time later, the application that received the end-of-file will close the socket, causing its TCP to
send FIN packet.

4. The TCP on the system that receives the final FIN (the end that did not activate the close) acknowl-
edges the FIN.

7.3.7 TCP Connection Management Modelling

Note: There is no need to memorise this section for the sake of the CT2108 Exam.
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TCP state transition diagram

State

Description

CLOSED

No connection is active or pending

LISTEN

The server is waiting for an incoming call

SYN RCVD

A connection request has arrived; wait for ACK

SYN SENT

The application has started to open a connection

ESTABLISHED

The normal data transfer state

FIN WAIT 1

The application has said it is finished

FIN WAIT 2

The other side has agreed to release

TIMED WAIT

Wait for all packets to die off

CLOSING

Both sides have tried to close simultaneously

CLOSE WAIT

The other side has initiated a release

LAST ACK

Wait for all packets to die off

The steps involved in establishing & releasing connections can be described using a Finite State Machine
model. TCP can be represented as an FSM with 11 states. Each connections starts in a CLOSED state. The
connection leaves that state when it either does a passive open (LISTEN) or an active open (CONNECT). If
the other side does the opposite one, a connection is established, and the state becomes ESTABLISHED.
Connection release can be initiated by either side. When it is complete, the state returns to CLOSED.

* The heavy solid line —
client

* The heavy dashed line
— server

* The light lines -
unusual events

« Each transition is
labeled by Event causing
it/Action

(Start)

CONNECT/SYN (Step 1 of the 3-way handshake|
CLOSED

LISTEN- | | CLOSE-
SYNISYN = ACK

(Step 2 " of the 3-way handshake)
i
L]

RST,
SYN
AGVD_| SYN/SYN + ACK
T
I
!

LISTEN

I SEND/SYN

(simultaneous open)

(Data transfer state)

SYN + ACK/ACK
{Step 3 of the 3-way handshake)

CLOSE/FIN
FIN/ACK

- FIN/ACK
WAIT 1 CLOSING

_______________________

L]
CLOSE
WAIT

ACK-’—] k ACK/~ i E CLOSEFIN
‘ H
| 1
FIN + ACK/ACK — |
FIN ——— TIME ! LACST
‘—. | A
WAIT 2 EACK WAIT |
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
(Timeout/) H

ACK)- i
CLOSED wmemmmmee e e

(Go back to stan)

Show above is the finite state machine representation of the TCP connection management system. The heavy
solid line is the normal path for a client. The heavy dashed line is the normal path for a server. The light
lines are unusual events. Each transition is labelled by the event causing it and the action resulting from it,
separated by a slash. The event can either be a user-initiated system call (CONNECT, LISTEN, SEND, or CLOSE),
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a segment arrival (SYN, FIN, ACK, or RST) or in one case, a timeout. The action is the sending of a control
segment (SYN, FIN, or RST), or nothing, indicated by -.

7.3.8 TCP Transmission Policy

TCP transmission policy

Sender Receiver Receivers
Application bufter
:m_é s a 2K - 0 4K
write
Empty

ey

{AGK=20% WiN = 2098} ——

Aplication
does a2k ——=|
write

Full

Senderis
blocked

Application
reads 2K

Sender may
send up to 2K —=

3K T s~
— L SEQ =50

» Window management in TCP, starting with the client
having a 4096 bytes buffer

When the window size is 0, the sender cannot send segments except in two circumstances:

1. Urgent data needs to be sent (i.e., to allow the user to kill the process running on the remote machine).
2. The sender wants to send a 1-byte segment to make the receiver re-announce the next byte expected
& window size.

Senders are not required to send data as soon as they get it from the Application Layer. i.e., when the first
2KB of the data came in from the application, the TCP may have decided to buffer it until the next 2KB
of data has arrived, and send it all at once as a 4KB segment (knowing that the receiver can accept a 4KB
buffer). This leaves space for improvements.

Likewise, receivers are not required to send acknowledgements as soon as possible.

7.3.9 TCP Performance Issues

Consider a telnet session to an interactive editor that reacts to every keystroke. The worst-case scenario for
such a setup is as follows:

* When a character arrives at the sending TCP entity, TCP creates a 21-byte segment, which is given to
IP to be sent as a 41-byte datagram.

* At the receiving side, TCP immediately sends a 40-byte acknowledgement (20 bytes of TCP segment
headers and 20 bytes of IP headers).

* Later, at the receiving side, when the editor (application) has read the character, TCP sends a window
update, moving the window one byte to the right; this packet is also 40 bytes.

* Finally, when the editor has interpreted the character, it will echo it as a 41-byte character.

* 163 bytes of bandwidth are used, and four segments are sent for each character typed.
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One solution that many TCP implementations use to optimise this situation is Delayed ACK, which delays
acknowledgements & window updates for 500ms. The idea is that we hope to acquire some data that will
be bundled in the ACK or window update segment. i.e., in the case of the editor, assuming that it sends the
echo within 500ms of the character read, the window update & the actual byte of data will be sent back as a
41-byte packet. This solution deals with the problem at the receiving end - it doesn’t solve the inefficiency at
the sending end.

Another optimisation is Nagle’s Algorithm:

1. When data comes into the sender TCP one byte at a time, only the first byte is sent as a single TCP
segment, and all the subsequent bytes are buffered until the first byte is acknowledged.

2. Once the first byte is acknowledged, all the buffered characters are sent in one TCP segment and
start buffering again until they are all acknowledged.

3. The algorithm additionally allows a new segment to be sent if enough data has accumulated to fill
half the window or a new maximum segment.

If the user is typing quickly & the network is slow, then a substantial number of characters may be sent
in each segment, which greatly reduces the usage of bandwidth. Nagle’s algorithm is widely used in TCP
implementations, but there also times when it is better to disable it, i.e. when an X-window is run over
the internet, mouse movements have to be sent to the remote computer; gathering & sending the mouse
movements in bursts makes the cursor move erratically at the other end.

TCP performance issues (2)
_\

[ Receiver's buffer is full |

Application reads 1 byte

[ I-— Room for one more byte ]

—@ Window update segment sent
— = New byte arrives

1Byte Receiver's buffer is full

_/

* Silly window syndrome (Clark, 1982)
— Data is passed to the sending TCP entity in large blocks
— Data is read at the receiving side in small chucks (1 byte)

Silly Window Syndrome is when data is passed to the sending TCP entity in large blocks, but is only read at
the receiving end in small chunks (1 byte). One solution to the Silly Window Problem is Clark’s Solution:

1. Prevent the receiver from sending a window update for 1 byte.

2. Instead, have the receiver advertise a decent amount of space available. Specifically, the receiver
should not send a window update unless it has the space necessary to handle the maximum segment
size (that has been advertised when the connection was established) or its receiving buffer is half-
empty, which is even smaller.

3. Furthermore, the sender can help by not sending small segments. Instead, it should wait until it has
accumulated enough space in the window to send a full segment or at least one containing half of the
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receiver’s buffer size (which can be estimated from the pattern of window updates it has received in
the past).

Clark’s Solution to the Silly Window Problem & Nagle’s algorithm are complementary. Nagle was trying to
solve the problem caused by the sending application delivering data to TCP one byte at a time. Clark was
trying to solve the problem caused by the receiving application reading data from TCP one byte at a time.
Both solutions are valid and can work together. The goal is for the sender not to send small segments and the
receiver not to ask for them.

The receiving TCP can also improve performance by blocking READ requests from the application until it
has a large chunk of data to provide, but this can increase the response time. However, for non-interactive
application (e.g., file transfer), efficiency may outweigh the response time to individual requests.

7.3.10 TCP Congestion Control

TCP deals with congestion by dynamically manipulating the window size. The first step in managing
congestion is to detect it. A timeout caused by a lost packet can be caused by noise on the transmission
line (which is not really an issue for modern infrastructure) or a packet discard at a congested router. Most
transmission timeouts are caused by congestion. All Internet TCP algorithms assume that timeouts are due to
congestion and monitor timeouts to detect congestion.

TCP congestion control

. oo
1

/ N\ Tranemission /

) rate agustment ]

Transmission
network

Internal

Small-capacity — Large-capecity f\:)
recelver w recever—_ | ,

i
=

(8 )
»  Two types of problems can occur:
— Network capacity
— Receiver capacity
*  When the load offered to a network is more than it can handle, congestion builds up
— (a) A fast network feeding a low-capacity receiver.
— (b) A slow network feeding a high-capacity receiver.

TCP deals with network capacity congestion and receiver capacity congestion separately. The sender
maintains two windows: the window that the receiver has guaranteed and the congestion window. Both of
the windows reflect the number of bytes that the sender may transmit: the number that can be transmitted is
the minimum of the two windows. If the receiver says "Send 8K", but the sender knows that more than 4K
will congest the network, it will send 4K. On the other hand, if the receiver says "send 8K" and the sender
knows that the network can handle 32K, it will send the full 8K. Therefore, the effective window is the
minimum between what the sender thinks is all right and what the receiver thinks is alright.
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Slow start algorithm (Jacobson, 1988)

* When a connection is established, the sender initializes the congestion
window to the size of the maximum segment in use; it then sends a
maximum segment

— If the segment is acknowledged in time, the sender doubles the size of the

congestion window (making it twice the size of a segment) and sends two
segments, that have to be acknowledged separately

— As each of those segments is acknowledged in time, the size of the congestion
window is increased by one maximum segment size (in effect, each burst
successfully acknowledged doubles the congestion window)

* The congestion window keeps growing until either a timeout occurs,
or the receivers window is reached

* The idea is that if bursts of size, say 1024, 2048, 4096 bytes work
fine, but burst of 8192 bytes timeouts, congestion window remains at
4096 to avoid congestion; as long as the congestion window remains
at 4096, no larger bursts than that will be sent, no matter how much
space the receiver grants

Slow start algorithm (Jacobson, 1988)

e

Timeout

]

» Max segment size is 1024 bytes

» Initially the threshold was 64KB,
but a timeout occurred, and the
threshold is set to 32KB and the
congestion window to 1024 at
transmission time 0

2 B &

2

Congeston window (kilotytes)

* The internet congestion algorithm uses a third parameter, the threshold, initially
64K, in addition to the receiver and congestion windows.

— When a timeout occurs, the threshold is set to half of the current congestion window, and
the congestion window is reset to one maximum segment size.

» Each burst successfully acknowledged doubles the congestion window.
— It grows exponentially until the threshold value is reached.
— It then grows linearly until the receivers window value is reached.

7.3.11 TCP Timer Management
TCP uses multiple timers to do its work. The most important TCP timer is the retransmission timer:

* When a segment is sent, a retransmission timer is started.
* If the segment is acknowledged before this timer expires, the timer is stopped.

* If the timer goes off before the segment is acknowledged, then the segment gets retransmitted, and
the timer is re-started.

* The big question is "How long should this timer interval be?".
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The keepalive timer is designed to check for connection integrity. When it goes off (because of a long period
of inactivity), it causes one side to check if the other side is still there.

The persistence timer is designed to prevent deadlock:

The receiver sends a packet with window size 0.

Later, it sends another packet with a larger window size, letting the sender know that it can send data,
but this segment gets lost.

Both the receiver & transmitter wait for the other.

The solution is a persistence timer on the sender’s end that goes off & produces a probe packet to go
to the receiver to make it advertise its window again.

The timed wait state timer is used when a connection is closed. It runs for twice the maximum packet
lifetime to make sure that when a connection is closed, all packets belonging to this connection have died off.

TCP Retransmission Timer
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(a) (b)
(a) Probability density of ACK arrival times in the data link layer.

—  Expected delay is highly predictable, so the timer can be set to go off slightly after the
acknowledgement is expected; since ACK are rarely delayed in data link layer, the
absence of it means that it has been lost

(b) Probability density of ACK arrival times for TCP.

—  Determining the round-trip time to the destination is tricky; even if RRT is known,
determining the timeout interval is difficult
*  Too small, unnecessary transmissions will occur
*  Too large, performance will be affected

79



NETWORKS & DATA COMMUNICATIONS I

TCP Retransmission Timer

» TCP should use a highly dynamic algorithm that
constantly adjusts the timeout interval, based on
continuous measurement of network performance

* Jacobson timer management algorithm

— For each connection, TCP maintains a variable RTT that is the best
current estimate of the round-trip time to destination

* When a segment is sent, a timer is started, both to see how long an ACK
takes and to trigger a retransmission

+ If the ACK gets back before the timer expires, TCP measures how long the
ACK took, say M. It then updates the RTT according to the formula:

* RTT =aRTT + (1- &@)M, where & is the smoothing factor, typically 7/8

TCP Retransmission Timer

» Jacobson timer management algorithm

— Even a good value for RTT, choosing the retransmission timeout is not a trivial
matter
» Normally TCP uses BRTT, but the trick is to choose f (in initial implementations 3
was chosen 2, but experience showed that constant value was not flexible
« Jacobson proposed to make the B proportional with the standard deviation of the
acknowledgment arrival time
— His algorithm required to keep track of another variable D (deviation)

—~ Whenever an ACK comes in, the difference between the expected and observed value
|[RTT-M]| is computed ; a smoothed value of this is maintained by the formula:

» D=a&D+(1- &) [RTT-D|
* Most TCP implementations use this algorithm to set the time out to:
~ Timeout=RTT +4 *D
» 4 is chosen arbitrary, but it has the advantage that multiplication by 4 can be done

with a shift; it also has the advantage that minimizes the retransmissions because
very few packets arrive in more than four standard deviations late

* One problem: what to do when a segment times out and is
sent again?
— Incoming ACK refers to the first or second sent segment
— Solution (Karn): don’t update RTT for retransmitted segments
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