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To accomplish those functions, data link layer takes packets it gets 
from the network layer and encapsulates them into FRAMES for 
transmission. 



5

Each frame has a header, payload and a trailer. Frame management 
forms the heart of what the data link layer does. 
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The principal service that the data link layer has to provide to the 
network layer is to transfer packets from network layer of the 
source machine to the network layer on the destination machine. 
An entity on the source machine (process), at network layer is 
handing bits to the data link layer for transmission to the 
destination. The job of the data link layer is to transmit the bits to 
the destination machine so they can be handed over to the 
network layer there (a). The actual data follows the path 
described in (b). However, it is easier to think about two data link 
layer processes communicating using data link protocol. 
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Consider a WAN subnet consisting of routers connected by point to 
point leased lines. When a frame arrives at the router, the hardware 
checks to see if the frame is error free, then passes the frame to the 
data link layer. The data link layer checks to see if that is the 
expected frame (frame number, sequence, etc..) and if so, it delivers 
the payload contained in the payload to the routing software 
(network layer). The routing software than chooses the appropriate 
outgoing line and passes the packet back down to the data link layer 
software, which transmits it. 
It is up to the data link layer software to make sure that unreliable 
communication lines look perfect , or at least good to the network 
layer. 
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Flag bytes with bye stuffing - this method solves the problem with 
resynchronization after an error by having each frame start and end 
with special bytes. A special character called FLAG BYTE is used to 
show the start and end of the frame. Two consecutive flag bytes 
indicate the end of one frame end beginning of next one. If the 
receiver is loosing sync, then it will look for the flag byte. 
If binary data is sent, then the flag byte can appear within the data. 
One way to deal with this problem is to have the sender insert a 
special character called ESC just before each “accidental”
occurrence of the FLAG byte. The data link layer on the receiving 
end will remove the ESC characters before delivering the payload to 
the network layer. This process is called BYTE STUFFING. 
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The previous method didn’t allow any arbitrary number of bits in the 
frame, but a multiple of 8 (bytes). To allow any number of bits in the 
frame, a different framing schema is used: bit stuffing.
Each frame begins and ends with a special bit pattern: 01111110. 
Whenever data link layer on the sender encounters five consecutive 
1’s in the input bit stream, it will automatically insert (stuff) a 0 bit 
into the outgoing bit stream. On the receiver, when five consecutive 
1’s followed by a 0, automatically, 0 is removed (destuffed). The 
process is transparent to the network layer in both computers. If six 
1’s are received, that means the start or end of frame has been 
reached. 
Usually a combination of the presented methods are used. 
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Managing the timers and sequence numbers so as to ensure that each 
frame is passed to the network layer at the destination exactly once, 
no more and no less, is an important part of data link layer duties. 
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Transmission errors are present very often over analog loops (local 
loops). They are also present in the digital data, therefore 
mechanisms to deal with them have to be in place. 
Error detecting codes are useful to use on channels with low 
probability of error (such as an optical fiber). This is because it is 
cheaper (in terms of wasted bandwidth) to resend now and then an 
frame, rather than including redundant information with every 
transmitted frame. 
Forward error correction is more useful on transports that are 
exposed to errors (such as wireless transports). 
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The significance of the hamming distance is that if two codeword are 
distance d apart, then it will require single bit errors to convert one 
into the other. 
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Consider a channel whose error rate is 10 power -6  per bit (one error 
bit every 1 million bits). Let the block size be 1000 bits and assume 
that we could have a hamming code with 10 check bits (meaning that 
every frame will contain 1010 bits instead of 1000 bits). To detect 
that one frame had an error out of 1000 frames (to achieve 1 megabit 
of data, so the error will occur), we had to send 10000 bits of 
redundant data. 
To detect that one frame had an error, it would have been enough to 
actually append 1 bit of parity to each frame. Every 1000 frames, one 
1001 bit frame would need to be retransmitted. The extra traffic in 
this case would be 2001 bits (when an error detection schema would 
be used) versus about 10000 bits (when an error detection schema 
would be used). 

A burst error doesn’t imply necessarily that all the bits are wrong. It 
just implies that at least some of the bits are wrong.
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In base ten, if you divide 5432 to 1000, you obtain the reminder 432. 
It is obvious that if you subtract 432 from 5432 you obtain a result 
that is divisible by your divisor (1000). Exactly the same idea is used 
in binary to obtain the checksummed frame T(x) that should be 
divisible by G(x). 
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If a transmission error occurs, then instead of T(x), at the receiver we 
will have T(x) + E(x). Each 1 in E(x) corresponds to a bit that has 
been inverted. If there are k bits in E(x) than there will be k single bit 
errors. 
G(x) is chosen to be a large and prime polynomial to be able to catch 
as many errors as possible. 
Certain polynomials have become standards.
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Internet consists of individual machines (hosts and routers) and the 
communication infrastructure that connects them. Some of the 
machines are interconnected using LANs and some are 
interconnected using point to point lines (especially the ones that are 
far apart). 
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PPP handles error detection, supports multiple protocols, allows IP 
addresses to be negotiated at connection time, permits authentication 
(using two methods – PAP and CHAP)


