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Motivation
q There are many things that can go wrong during network communication that can 

lead to sub-optimal performance of your web application.
q Logging, debugging and visualizations are used to analyze the protocols and find 

root cause of the problems.
q For TCP, the most commonly used method is packet capture.

§ Analyze pcap files in Wireshark

q For QUIC, newer methods are developed recently.
§ qlog
§ qviz
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Case Study 1
q Client experiencing slower speeds on QUIC as compared to TCP.

Ø Analyze the network traffic to find the root cause.
Ø Use cURL to download the webpage and capture the network traffic

q cURL is a command line tool that developers use to transfer data to and from a 
server.
§ It is compatible with almost every operating system and connected device.
§ It is useful for testing endpoints.
§ It has HTTP3 support
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Demo
q Prerequisites

Ø Install docker desktop
Ø Get curl-http3 docker file from the GitHub repo
Ø https://github.com/rmarx/curl-http3
Ø Build docker image

docker run -it --rm
--volume $(pwd)/pcaps_on_host:/srv
--env QLOGDIR=/srv
--env SSLKEYLOGFILE=/srv/tls_keys.txt

rmarx/curl-http3

bash -c "tcpdump -w /srv/packets.pcap -i eth0 & sleep 1; curl -IL
https://www.sre.com --http3;
sleep 2; pkill tcpdump; sleep 2"

• Runs a container in interactive mode (-it).
• Mounts a directory (pcaps_on_host) on the 

host to /srv in the container.
• Logs QUIC events (qlog) to /srv.
• Logs TLS keys to /srv/tls_keys.txt for 

decrypting HTTPS traffic.

• Captures HTTP/3 (QUIC) network traffic 
for analysis.

• The .pcap file can be opened in 
Wireshark to inspect HTTP/3 behavior.

• Useful for debugging HTTP/3 
connectivity issues.

https://github.com/rmarx/curl-http3
http://www.sre.com/
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Client sent 1x -> 1242 bytes
Server is limited to 3x -> 1242 * 3 = 3726 bytes



University
ofGalway.ie

Client sent 1x -> 1242 bytes
Server is limited to 3x -> 1242 * 3 = 3726 bytes

3965 > 3726
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Handshake time: Theory
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Handshake time: Practice
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Why limit response to 3x?
q To prevent UDP reflection / amplification attack

DNS

50x bandwidth 
amplification 

towards victim

Memcached: 51000x amplification

https://blog.cloudflare.com/memcrashed
-major-amplification-attacks-from-port-

11211

https://blog.cloudflare.com/memcrashed-major-amplification-attacks-from-port-11211
https://blog.cloudflare.com/memcrashed-major-amplification-attacks-from-port-11211
https://blog.cloudflare.com/memcrashed-major-amplification-attacks-from-port-11211
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Impact of 3x limit 

• TLS certificate size can sometimes be 
over the 3x limit

• Multiple round trips are required to 
complete the handshake

• Large TLS certificates impede QUIC 
performance

Benefit Drawback
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Countermeasures
q cURL uses initial packet size of 1240 bytes
q Different clients use different sizes, so the performance can vary.
q Many deployments ignore 3X and go to 4, 5 or 6X to get handshake done in 1 RTT
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Case Study 2
q A research experiment shows HTTP/3 is around 50% faster than HTTP/2 in Time To 

First Byte(TTFB), but it should be 33% (or 66% if using 0-RTT)

~33%
faster

~66%
faster

Yet we see
~50%?



India:
47.50% faster! 

1000ms vs560ms!

Philippines:
55% faster! 

1230ms vs550ms!

Time to First Byte HTTP/2
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Traffic Analysis
q To find the root cause we capture traffic and analyze it
q Through traffic analysis we discover that DNS time in included in HTTP2
q But why is DNS time not present in HTTP3? 

~50% faster

= unfair comparison



University
ofGalway.ie

Browser only do HTTP/3 after discovery
q When talking to a new domain, the browser does not start with HTTP3 because its 

not sure if the server supports it
q For a new hostname browser performs the following:

Browser requests the page over HTTP/1 or 21

2

3

4

Server sends back “alternative services” header

Browser stores alt-svc info in alt-svc “cache”

Browser also tries HTTP/3 from now on,
in parallel with HTTP/1 or 2 (“free” fallback)



Mean:
31% faster! 330ms

vs 220ms!

Philippines:
34% faster! 630ms

vs 410ms!

P75 Time to First Byte HTTP/2
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Why do we need other tools
q Why can’t we just use Wireshark?

§ QUIC is heavily encrypted and very little information is visible in Wireshark without 
decryption keys
§ Don’t always have TLS decryption keys.

§ A lot of core performance information is not sent on the wire, it is only available at the end 
points

§ Some features not fully supported
§ HTTP/3 QPACK header decoding was added just a few months ago.

§ Wireshark JSON/XML output isn’t easy to use by default.
§ Wire image does not contain all info

§ Internal state information is missing, e.g. no congestion window
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Log Information
q There is a lot of useful information in the application log
q However, parsing random application logs is not fun!
q A standard format is needed!
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q Structured endpoint logs
q Log metadata and state in the endpoints (client and server) in the QUIC 

implementations.
q qlog is a schema for JSON describing QUIC events
q Each qlog event is defined by a timestamp, a category (e.g., “transport”), an event 

type (e.g., “packet_sent”) and some type specific data (e.g., the size of the sent 
packet and its header fields).

q qlog is flexible
§ New event categories, types and metadata can trivially be added, modified and extended
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q qlog examples
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qlog adoption

IETF standardization in-progress
https://datatracker.ietf.org/doc/html/draft-ietf-quic-qlog-
main-schema-11

Facebook has deployed it in production

Store over 30 billion qlog events daily

https://datatracker.ietf.org/doc/html/draft-ietf-quic-qlog-main-schema-11
https://datatracker.ietf.org/doc/html/draft-ietf-quic-qlog-main-schema-11
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q qviz is open-source toolsuite that can directly ingest and visualize qlog files
q It provide a number of tools:

§ Sequence diagram
§ High-level statistics overview
§ Congestion control
§ Multiplexing
§ Packetization
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Visualization Case 
Studies
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Sequence Diagram
q The sequence tool generates a sequence diagram. 
q The green squares on both sides represent events. 
q All the green boxes, event names and packet information can be clicked which 

brings up the corresponding qlog file in plaintext, allowing for further, more detailed 
packet inspection
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Stream Multiplexing and Prioritization
q Modern protocol stacks often multiplex data from several parallel “streams” onto one 

connection (e.g., HTML, CSS and image files when loading a web page). 
q This multiplexing can happen in various ways 
q (e.g., files are sent sequentially as a whole or are scheduled via Round-Robin (RR) 

after being subdivided in chunks) and is typically steered using a prioritization 
system 

q qvis multiplexing diagram can be used to verify and debug an implementation.
q It shows the response payload carrying frames, displayed on a horizontal line with 

different colors to distinguish the stream each frame belongs to.
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Stream Multiplexing and Prioritization
q This example shows multiplexing behavior across three different QUIC stacks when 

downloading 10 MB files in parallel 
§ Each small colored rectangle is one payload frame belonging to a file.
§ Black areas indicate which frames above them contain retransmitted data. 
§ Data arrives from left to right.

Debugging QUIC and HTTP/3 with qlog and qvis, RobinMarx et. al, AppliedNetworking Research Workshop (ANRW ’20)
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Stream Multiplexing and Prioritization
q Observations 

§ RR schemes show frequent color changes( 1 , 2 )
§ Long contiguous swaths( 3 ) mean sequential transfers
§ In (3) later streams are interrupted with retransmissions of earlier ones
§ (2) interleaves retransmissions with new data
§ (1) changes its multiplexing behavior from RR to sequential for lost data

q Abnormalities
§ (1) normally uses RR but has a long sequential period at the start
§ (3) unintentionally sent data in Last-In First-Out order, the worst-case for web performance
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Congestion Control (CC)
q CC is topic of active research which is more open to experimentation in QUIC.
q Debugging CCs is a major reason for create custom visualizations.
q qvis suite includes a comprehensive congestion control graph.
q It plots data sent, acknowledgements received, flow control limits, congestion 

window, bytes in flight,and employed RTT measurements on a timeline.
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Congestion Control (CC)
q Observations

§ With pacing, the bytes in flight grow slowly over time as data is spread out, while without 
pacing, it jumps up quickly.

§ Pacing is the practice of spreading out packets across an RTT instead of sending them in 
short bursts, and is thought to reduce packet loss.

Debugging QUIC and HTTP/3 with qlog and qvis - ANRW '20: Proceedings of the 2020 Applied Networking Research Workshop
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Congestion Control (CC)
q Practical uses

§ Facebook diagnosed their BBR code not entering the probeRTT state at the right time. 
§ They also identified large-scale pacing issues between their transatlantic data centers 

due to errors in RTT measurement.
§ Cloudflare used qvis to debug their Cubic CC with ‘hystart’ implementation.
§ Bugs were found in QUIC’s retransmission logic during its complex handshake.
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Demo
q https://qvis.quictools.info/

https://qvis.quictools.info/
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Thank you for your attention!


