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Assignment 02: Build & Test OSPF Routed Network

1 Network Topology

Figure 1: Network Topology

Note that the Internet device is linked to the CoreRouter device via the enp7s0f3u1u4 interface. This is because I am running the
simulation locally on my GNU/Linux laptop without any virtualisation – enp7s0f3u1u4 is the name of the Ethernet interface
on my laptop.

2 Routers Pinging Each Other
The following screenshots show each of the routers pinging each each router that they are directly linked to:

Figure 2: EngBuilding↔ CoreRouter
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Figure 3: EngBuilding↔ ITBuilding

Figure 4: CoreRouter↔ ITBuilding

3 Routers Pinging Each Other’s Loopback Addresses
The following screenshots show each router pinging the loopback addresses of each of the other routers:

Figure 5: EngBuilding Pinging the Loopback Addresses of the Other Routers
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Figure 6: ITBuilding Pinging the Loopback Addresses of the Other Routers

Figure 7: CoreRouter Pinging the Loopback Addresses of the Other Routers

4 VPCs Pinging Each Other
The following screenshot shows the two PCs pinging each other:

Figure 8: PC1-VLAN101↔ PC2-VLAN202
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5 Verify that the Internet is Reachable from All Devices
I encountered some difficulty reaching the Internet frommy devices as I was running the simulations locally onmyGNU/Linux
laptop, and my packets were getting blocked at some point by the University’s firewall, both frommy simulated devices such as
the VPCs &MikroTik routers, and when I ran a traceroute directly frommy laptop. However, the traces frommy routers &
VPCs got stuck at the same IP address as the traceroute frommy real laptop did, which indicates to me that the Internet was
reachable and operational frommy network simulation, at least to the same extent as it was reachable frommy laptop.

Figure 9: Trace to 8.8.8.8 from PC1-VLAN101

Figure 10: Trace to 8.8.8.8 from PC2-VLAN202

Figure 11: Trace to 8.8.8.8 from CoreRouter

Figure 12: Trace to 8.8.8.8 from EngBuilding
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Figure 13: Trace to 8.8.8.8 from ITBuilding

Figure 14: Trace to 8.8.8.8Directly fromMy Laptop
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6 CoreRouter’s Routing Table

Figure 15: CoreRouter’s Routing Table

Each entry in the routing table has a route number denoted #, a flag, a destination address denoted DST-ADDRESS, a preferred
source denoted PREF-SRC, a gateway denoted GATEWAY, & an OSPF routing distance denoted DISTANCE.
The explanation of each entry is as follows:

0. This entry has a destination of 0.0.0.0/0, a gateway of 10.226.144.1, a flag of ADSmeaning that it isActive,Dynamic
(the route is dynamically learned through the routing protocol), & Static (the route is statically configured), & a distance
of 1, which means that the route is highly preferred. It has no preferred source. This entry has the destination address of
0.0.0.0/0which represents the default route – this is where any destination address that doesn’t match a specific route
in the routing table is sent. Any traffic that matches this default destination route will be forwarded to the gateway, which
sends it out to the Internet.

1. This entry has a destination of 10.0.1.0/24, a preferred source of 10.0.1.2, a gateway of ether3, & a distance of 0. This
destination address is that of the EngBuilding network, and the gateway is the link from CoreRouter to EngBuilding. Its
preferred source is the IP of the gateway to the EngBuilding router on ether3. Its flag is ADCwhich means that it isActive,
Dynamic, &Connected, i.e. the route represents a directly connected network (that of EngBuilding). It has a cost of 1,
which is quite low, showing that it is highly preferred.

2. This entry has a destination of 10.0.2.0/24, no preferred source, a gateway of 10.0.1.1 or 10.0.3.1, & a distance of 110.
The destination is that of the ITBuilding network, and the two potential gateways are that of the EngBuilding router
and the CoreRouter router, indicating that the network can be reached from either router. Its flag is ADo, where the “o”
represents that the route was discovered through theOSPF protocol. It has a high cost of 110, which shows that it is not
preferred.

3. This entry has a destination of 10.0.3.0/24, a preferred source of 10.0.3.2, a gateway of ether2, & a distance of 0. This
is the route to the ITBuilding network and its preferred source is from within that network. Its flag is ADCmeaning that it
is active, dynamic, & connected and the distance of 0 indicates it is highly preferred, likely because it is directly connected
to the router.

4. This entry has a destination of 10.10.10.1/32, no preferred source, a gateway of 10.0.1.1, & a distance of 110. The
destination is the loopback address of the EngBuilding router and the gateway is that of the link that joins EngBuilding
& CoreRouter. Its flag is ADo indicating that it was discovered via the OSPF protoocl and the distance of 110 indicates
that it is not preferred.

5. This entry has a destination of 10.10.10.3/32, a preferred source of 10.10.10.3, a gateway of Loopback, & a distance of
0. The destination is the loopback address of the CoreRouter and the gateway is also the loopback address. Its flag is ADo
indicating that it was discovered via the OSPF protoocl and the distance of 0 indicates that it is highly preferred, likely
because it is literally the same device.

6. This entry has a destination of 10.10.10.4/32, no preferred source, a gateway of 10.0.3.1, & a distance of 110. The
destination is the loopback address of the ITBuilding router and the gateway is that of the link that joins ITBuilding&
CoreRouter. Its flag is ADo indicating that it was discovered via the OSPF protoocl and the distance of 110 indicates that it
is not preferred.

7. This entry has a destination of 10.226.128.0/32, a preferred source of 10.226.130.218, a gateway of ether1, & a distance
of 0. The destination address is the same IP as the gateway of route 0, as this is the address out onto the internet, via a
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University router. Its flag is ADC indicating that it is directly connected to CoreRouter and the distance of 0 indicates that
it is highly preferred, likely because it is directly connected.

8. This entry has a destination of 192.168.100.0/24, no preferred source, a gateway of 10.0.1.1, & a distance of 110. The
destination address is that of VLAN101, and its gateway is the address of the link between CoreRouter& EngBuilding, as
VLAN101 is only accessible through EngBuilding. Its flag is ADo indicating that it was discovered via the OSPF protocol
and the distance of 110 indicates that it is not preferred.

9. This entry has a destination of 192.168.200.0/24, no preferred source, a gateway of 10.0.3.1, & a distance of 110. The
destination address is the IP of VLAN202, and its gateway is the address of the link between CoreRouter& ITBuilding, as
VLAN202 is only accessible through ITBuilding. Its flag is ADo indicating that it was discovered via the OSPF protocol and
the distance of 110 indicates that it is not preferred.

7 What if Each Router Wasn’t Set Up to Redistribute Connected Networks?
If each router was not set up to redistribute connected networks, the other routers would not be aware of the networks that
were directly connected to the other routers, and therefore ITBuilding & CoreRouter would not be aware of the existence
of VLAN101, and EngBuilding & CoreRouter would not be aware of the existence of VLAN202. This would mean that these
networks would not be included in the routing tables of the routers that are not directly connected to them and therefore they
would not be reachable from these routers using OSPF routing. This would prevent the VPCs from being able to ping each
other: if PC1-VLAN101 tried to ping PC2-VLAN202, EngBuildingwould not know where to route the traffic next, as ITBuilding
wouldn’t have told EngBuilding that it was connected to VLAN202. The inverse would also be true if PC2-VLAN202 tried to ping
PC1-VLAN101.

8 Traceroute from PC1-VLAN101 to PC2-VLAN202

Figure 16: Trace from PC1-VLAN101 to PC2-VLAN202

8.1 Explanation of the Route Taken
The trace from PC1-VLAN101 to PC2-VLAN202 takes three hops:

1. 192.168.100.1: the gateway to VLAN101 on the EngBuilding router. Any traffic entering or exiting VLAN101must pass
through this gateway.

2. 10.0.2.2: the gateway to the ITBuilding router on its ether1 interface, which links EngBuilding to ITBuilding.

3. 192.168.200.254: the VPC PC2-VLAN202 itself, which is naturally the final destination in a successful trace to this device.

9 Long Ping from PC1-VLAN101 to PC2-VLAN202

Below is the output of a 30 seconds-long ping that was made from PC1-VLAN101 to PC2-VLAN202. While this ping was running,
the link from the EngBuilding router to the ITBuilding router was suspended.
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Figure 17: Long Ping from PC1-VLAN101 to PC2-VLAN202

The EngBuilding↔ ITBuilding link was suspended just before the 8th packet was sent, resulting in this packet being dropped
as it was sent along a route that no longer existed. OSPF kicked in very quickly and the traffic was re-routed after just one lost
packet. It is quite obvious from looking at the network topology that the only other way the traffic could have been routed was
from EngBuilding→ CoreRouter→ ITBuilding, which requires an extra hop. This path, being longer & not direct, would
have not been preferred by OSPF when there was a link between EngBuilding& ITBuilding, but now that it’s the best possible
option, it will make use of it. We can see why this route was not preferred by the OSPF protocol, as it usually takes noticeably
longer than the original route.

Figure 18: Trace from PC1-VLAN101 to PC2-VLAN202After Suspending the EngBuilding↔ ITBuilding Link

Comparing the above trace to the one ran previously, we can see that there is one extra hop now that the EngBuilding ↔
ITBuilding link has been suspended and that it does not go through the 10.0.2.2 gateway it did when we first ran the ping.
That gateway was the one between EngBuilding& ITBuilding, which is of course now gone. Instead, the traffic travels over the
link between EngBuilding& CoreRouter (10.0.1.2) and then over the link between CoreRouter& ITBuilding (10.0.3.1), as
expected.

10 Packet Capture on Link from EngBuilding to CoreRouter

I ran a packet capture on the link from EngBuilding to CoreRouter and restored the link from EngBuilding to CoreRouter, then
stopped the packet capture after around 30 seconds to ensure that OSPF had detected the topology changed and re-converged.
Nine LSA packets were captured:

1. The first two packets are LS Update packets originating from EngBuilding & ITBuilding. The first originated from
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10.0.1.2 advertising 10.10.10.4 (ITBuilding) while the second originated from 10.0.10.1 advertising 10.10.10.1

(EngBuilding). This is the routers announcing that they can be reached over this new topology.

2. The next two packets are LS Acknowledgements, originating from the same two routers, each acknowledging the other
router’s update.

3. The next packet is an LSUpdate originating from 10.0.1.1 advertising 10.10.10.1 (EngBuilding) again. Another packet
from the same origin then advertised 10.10.10.4 (ITBuilding). This being the IP address which originally advertised
EngBuilding shows that it has learnt that ITBuilding is reachable to it from its advertisement. 10.0.1.2 then sent a
packet advertising ITBuilding again.

4. 10.0.1.1 acknowledged 10.0.1.2’s advertisement of 10.10.10.4, and 10.0.1.2 acknowledged 10.0.1.1’s advertisement
of EngBuilding.

Figure 19: OSPF Packets Captured on the EngBuilding↔ CoreRouter Link
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